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Preface

«  Documentation Accessibility

« Diversity and Inclusion

e Conventions

Documentation Accessibility

For information about Oracle's commitment to accessibility, visit the Oracle Accessibility
Program website at http://www.oracle.com/pls/topic/lookup?ctx=acc&id=docacc.

Access to Oracle Support

Oracle customer access to and use of Oracle support services will be pursuant to the terms
and conditions specified in their Oracle order for the applicable services.

Diversity and Inclusion

Oracle is fully committed to diversity and inclusion. Oracle respects and values having a
diverse workforce that increases thought leadership and innovation. As part of our initiative to
build a more inclusive culture that positively impacts our employees, customers, and partners,
we are working to remove insensitive terms from our products and documentation. We are also
mindful of the necessity to maintain compatibility with our customers' existing technologies and
the need to ensure continuity of service as Oracle's offerings and industry standards evolve.
Because of these technical constraints, our effort to remove insensitive terms is ongoing and
will take time and external cooperation.

Conventions

The following text conventions are used in this document:

Convention Meaning

boldface Boldface type indicates graphical user interface elements associated with an
action, or terms defined in text or the glossary.

italic Italic type indicates book titles, emphasis, or placeholder variables for which
you supply particular values.

nonospace Monospace type indicates commands within a paragraph, URLSs, code in
examples, text that appears on the screen, or text that you enter.
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My Oracle Support

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product
support and training needs. A representative at Customer Access Support can assist you with
My Oracle Support registration.

Call the Customer Access Support main number at 1-800-223-1711 (toll-free in the US), or call
the Oracle Support hotline for your local country from the list at http://www.oracle.com/us/
support/contact/index.html. When calling, make the selections in the sequence shown below
on the Support telephone menu:

1. Select 2 for New Service Request.
2. Select 3 for Hardware, Networking and Solaris Operating System Support.
3. Select one of the following options:
* For Technical issues such as creating a new Service Request (SR), select 1.

«  For Non-technical issues such as registration or assistance with My Oracle Support,
select 2.

You are connected to a live agent who can assist you with My Oracle Support registration and
opening a support ticket.

My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.
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Acronyms

An alphabetized list of acronyms used in the document.

Table Acronyms
Acronym Definition
CD Compact Disk
DA-MP Diameter Agent Message Processor
DSCP Differentiated Services Code Point
DSR Diameter Signaling Router
ESXi Elastic Sky X Integrated
FABR Full Address Based Resolution
iDIH Integrated Diameter Intelligence Hub
IPFE IP Front End
KVM Kernel-based Virtual Machine
MP Message Processor
NAPD Network Architecture Planning Diagram
NE Network Element
NOAM Network Operation Administration and Maintenance
os Operating System (for example, TPD)
OVA Open Virtualization Archive
OVM-M Oracle VM Manager
OVM-S Oracle VM Server
PDRA Policy Diameter Routing Agent
PCA Policy and Charging Application
RBAR Range Based Address Resolution
SAN Storage Area Network
SFTP Secure File Transfer Protocol
SNMP Simple Network Management Protocol
SOAM Software Operation Administration and Maintenance
SSO Single Sign On
TPD Tekelec Platform Distribution
TSA Target Set Address
VIP Virtual IP
VM Virtual Machine
vSTP Virtual Signaling Transfer Point
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What's New In This Guide

This section introduces the documentation updates for release 9.2.0.0.0.

Release 9.2.0.0.0 - G43630-01, September 2025

* Added the Workaround for Configuring GUI and MMI Using Label Format for FQDN/Realm
section for the users who prefer to continue with label format for GUI and MMI
configurations.

*  Volume support is removed in the IDIH Deployment Using VNEM section.

e Added step 3 and 6 in the Multiqueue on IPFE (KVM) appendix.

e Added the following features in the IDIH Deployment Using VNEM section:

— |DIH Deployment on KVM with RAW Images

— IDIH Raw Setup
— IDIH Deployment on OpenStack with RAW Images

— IDIH Deployment on Oracle Cloud Infrastructure (OCI) with RAW Images

DSR Cloud Installation Guide
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Introduction

This document describes the procedures to install the Diameter Signaling Router (DSR)
9.2.0.0.0 and the compatible IDIH applications on a supported Cloud platform.

It is assumed that the platform-related configuration has already been done.

The audience for this document includes Oracle customers and the Software System, Product
Verification, Documentation, and Customer Service including Software Operations and First
Office Application groups.

1.1 References

Communication Agent Configuration Guide

DSR PCA Activation Guide

DSR Meta Administration Feature Activation Procedure

DSR Full Address Based Resolution (FABR) Feature Activation Procedure
DSR Range Based Address Resolution (RBAR) Feature Activation
SDS SW Installation and Configuration Guide

Operations, Administration, and Maintenance (OAM) User’s Guide
Communication Agent User’s Guide

Diameter User’s Guide

Mediation User’s Guide

Range Based Address Resolution (RBAR) User’s Guide

Full Address Based Resolution (FABR) User’s Guide

IP Front End (IPFE) User’s Guide

DSR Alarms and KPIs Reference

Measurements Reference

Diameter Common User’s Guide

DSR Security Guide

DSR IPv6 Migration Guide

DSR DTLS Feature Activation Procedure

DSR RADIUS Shared Secret Encryption Key Revocation MOP MO008572
DCA Framework and Application Activation and Deactivation Guide
Oracle VM Concepts Guide, Release 3.4

Networking v2.0 APl documentation

DSR Cloud Benchmarking Guide

DSR Cloud Upgrade Guide
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1.2 Terminology

Chapter 1
Terminology

Table 1-1 Terminology

Term

Definition

Site

Applicable for various applications, a site is type of place. A place is configured
object that allows servers to be associated with a physical location.

A site place allows servers to be associated with a physical site. For example, sites
may be configured for Atlanta, Charlotte, and Chicago. Every server is associated
with exactly one site when the server is configured.

For the Policy and Charging DRA application, when configuring a site, only put
DA-MPs and SBR MP servers in the site. Do not add NOAM, SOAM, or IPFE MPs
to a site.

Place Association

Applicable for various applications, a Place Association is a configured object that
allows places to be grouped together. A place can be a member of more than one
place association.

The Policy and Charging DRA application defines two place association types:
policy binding region and Policy and Charging mated sites.

Policy and
Charging SBR
Server Group

The Policy and Charging application use SBR server groups to store the
application data. The SBR server groups support both two and three site
redundancies. The server group function name is Policy and Charging SBR.

Redundancy
Server Group A server group primary site is a term used to represent the principle location within
Primary Site a SOAM or SBR server group. SOAM and SBR server groups are intended to span

several sites (places). For the Policy and Charging DRA application, these sites
(places) are all configured within a single Policy and Charging Mated Sites place
association.

For the Diameter custom application, these sites (places) are configured in
Applications Region place association.

The primary site may be in a different site (place) for each configured SOAM or
SBR server group.

A primary site is described as the location in which the active and standby servers
reside. However, there cannot be any preferred spare servers within this location.
All SOAM and SBR server groups have a primary site.

Server Group
Secondary Site

A server group secondary site is a term used to represent location in addition to
the Primary Site within a SOAM or SBR Server Group. SOAM and SBR server
groups are intended to span several sites (places). For the Policy and Charging
DRA application, these sites (places) are all configured within a single Policy and
Charging Mated Sites place association.

For the Diameter custom application, these sites (places) are configured in
Applications Region place association.

The secondary site may be in a different site (places) for each configured SOAM or
SBR server group.

A secondary site is described as the location in which only preferred spare servers
reside. The active and standby servers cannot reside within this location. If two site
redundancy is wanted, a secondary site is required for all SOAM and SBR server
groups.

Session Binding
Repository Server

Group Redundancy

The DCA application may use SBR server groups to store application session
data. The SBR server groups support both two and three site redundancies. The
server group function name is Session and Binding Repository.
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ORACLE Chapter 1
Terminology

Table 1-1 (Cont.) Terminology
|

Term Definition
Two Site Two site redundancy is a data durability configuration in which Policy and Charging
Redundancy data is unaffected by the loss of one site in a Policy and Charging Mated Sites

Place Association containing two sites.

Two site redundancy is a feature provided by server group configuration. This
feature provides geographic redundancy. Some server groups can be configured
with servers located in two geographically separate sites (locations). This feature
ensures there is always a functioning active server in a server group even if all the
servers in a single site fail.
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Installation

This section provides a brief overview of the recommended methods for installing the source
release software, which is installed and running on a Cloud, to the target release software.

2.1 Prerequisites

Following are the prerequisites for installation:

e One target release DSR OVA Media
e Three iDIH OVA (Optional iDIH):

— Service OVA

— Kafka OVA

—  MySQL Server OVA

2.2 Overview

This section describes the overall strategy to follow for a single or multi-site DSR and iDIH
installation. It lists the procedures required for installation with estimated times and discusses
the overall installation strategy and includes an installation flowchart to determine exactly
which procedures should be run for an installation. This section details the steps required to
install a DSR system.

Additionally, basic firewall port information is included in the Firewall Ports section. Some
procedures are cloud platform dependent and not all of these procedures are performed on
cloud platforms.

2.2.1 Installation Strategy

A successful installation of DSR requires careful planning and assessment of all configuration
materials and installation variables.

* An overall installation requirement is decided upon the following data:
— The total number of sites.
— The number of virtual machines at each site and their role(s).
— What time zone should be used across the entire collection of DSR sites?

— If the SNMP traps be viewed at the NOAM or if an external NMS can be used or in
some cases both.

e Asite survey (NAPD) is conducted with the customer to determine exact networking and
site details.

DSR Cloud Installation Guide
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@® Note

Chapter 2
Overview

XMI and IMI addresses are difficult to change once configured. It is very important
these addresses are well planned and not expected to change after a site is

installed.

DSR currently supports the following installation strategies:

DSR installation without using HEAT templates
DSR Single Site Installation Procedure Map Without Using HEAT Templates figure
illustrates the overall process that each DSR installation involves. In summary, this
involves creation of guests and configures each guest role based on Resource Profile and
Configure Network.

Table 2-1 DSR Single Site Installation Procedure Map Without Using HEAT

Templates
|
VM Ware KVMIOS OVM-S/OVM-M
Installing DSR on OL8 and KVM NA NA

Creating and Installing OCDSR VMs through NA NA

KVM GUI

Importing DSR OVA (VMware) NA Create DSR Guests

(OVM-S/OVM-M)

Configuring NOAM Guests Role Based On

Configure NOAM

Resource Profile and Configure Network

(VMware)

Guests Role Based on

Configure Virtual
Machines (OVM-S/

Resource Profile (KVM/

OVM-M)

OpensStack Onl

Configure Remaining DSR Guests Based on Configure Remaining NA
Resource Profile and Configure Network DSR Guests Based on
Resource Profile and
Configure Network
(KVM/OpenStack Only)
Install DSR on Oracle Linux/KVM NA NA
Create and Install DSR VMs through KVM GUI NA NA
Prepare OpenStack Template and Environment  NA NA
Files
Create OpenStack Parameter File for NOAM NA NA
Create OpenStack Parameter File for Signaling  NA NA
Application Configuration NA
Configure the Signaling Network Routes NA NA
Configure DSCP Values for Outgoing Traffic NA NA
Configure IP Front End NA NA
SNMP _Configuration NA NA
iDIH Configuration to Configure the SSO Domain NA NA
Configure ComAgent Connections NA NA
Complete PCA Configuration NA NA
Backups and Disaster Prevention NA NA
Configure Port Security (KVM/OpenStack Only) NA NA
Enable/Disable DTLS (SCTP Diameter NA NA
Connections Only)
Shared Secret Encryption Key Revocation NA NA

(RADIUS Only)

DSR Cloud Installation Guide
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Chapter 2
Overview

Table 2-1 (Cont.) DSR Single Site Installation Procedure Map Without Using HEAT
Templates

VM Ware KVM/OS OVM-S/OVM-M
DSR Performance Tuning NA NA

Change NOAM/SOAM Profile for Increased MP NA NA

Capacity on a Virtualized Environment

Create a Network Port NA NA

Create and Boot OpenStack Instance NA NA

Configure Networking for OpenStack Instance NA NA

Set Up the Server NA NA

Scale a Signaling Node NA NA

Multigueue on IPFE (KVM) NA NA

DSR installation using HEAT templates (OpenStack)

DSR Installation Procedure Map Using HEAT Templates figure illustrates the overall
process that each DSR installation involves using the Heat Templates. It involves creation
of parameter files, environment files, template files, DSR Topology Configuration xml and
deploys DSR using OpenStack CLI commands.

Table 2-2 DSR Single Site Installation Procedure Map Using HEAT Templates
- _______________________________________________________|

Sequence Openstack Cloud Platform

1 Install DSR on Oracle Linux/KVM

2 Deploy HEAT Templates

3 Application Configuration

4 Configure the Signaling Network Routes

5 If DSCP is used, perform Configure DSCP Values for Outgoing Traffic. If not,
move to next step.

6 Configure IP Front End

13 iDIH Configuration to Configure the SSO Domain

2.2.2 SNMP Configuration

The network-wide plan for SNMP configuration should be finalized before DSR installation
proceeds. This section provides recommendations for these decisions.

SNMP traps can originate from DSR Application Servers (NOAM, SOAM, MPs of all types) in a
DSR installation.

DSR application servers can be configured to:

Send all their SNMP traps to the NOAM by merging them from their local SOAM. All traps
terminate at the NOAM and are viewable from the NOAM GUI (entire network) and the
SOAM GUI (site specific). Traps are displayed on the GUI both as alarms and logged in
trap history. This is the default configuration option and no changes are required for this to
take effect.

Send all their SNMP traps to an external Network Management Station (NMS). The traps
are seen at the SOAM and NOAM as alarms. They are viewable at the configured NMS(s)
as traps.

Application server SNMP configuration is done from the NOAM GUI at the end of DSR
installation.

DSR Cloud Installation Guide
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Chapter 2
Verifying the Hardware Configuration

2.3 Verifying the Hardware Configuration

Perform the following procedure to verify hardware configuration.

1. Login to the latest iLOM GUI

Figure 2-1 iLOM GUI

General Information

System Type Rack Mount

Model ORACLE SERVER X9-2
QPart ID Q13719

Part Number 7601200-25889

Serial Number 2322XLDO7TP

RFID Serial Number 341A583DESB0O00000D00CFT36
System Identifier -

System Firmware Version 5.1.1.23

Primary Operating System Mot Available

Host Primary MAC Address a8:69:8c:10:15:20

ILOM Address 10.75.132.173

ILOM MAC Address AB:69:8C:10:F5:E2

Verify if the last power state of iLOM is enabled:
Gotoi LOV Web- Syst em Managenent / Pol i cy

Figure 2-2 Verify power state

ORACLE’ Integrated Lights Out Manager v5.1.1.23

Policy

Fower Gonligure sysiem policies Trom this page. To modify @ policy, Seiect INA1 poicy, Uven cNOCse Enabie o Disatie oM Me ACKON AIop down EsL, More delalls
Copling
Siorage Service Processor Policies
Natworking — Actions — ~
PGl Devices Description —
P Auto power-0n hast on boot (enabling this policy disables Sel host nower 1o last power state palicr) Disabled
Set hast nower 1o (st nower state on boot fenabling tis pollcr deables Auta cower-on host palicr Enabled
DR Sel o delay host powet on e
Systom Log Set enhanced PGl cooling mode policy Desabiod
 Remate Control Map out DIMMs with CE faults e
Immediasely reset the host to map out DIMMs with excassive CE fauls Desatien
Immediately shutdown the host to clear persistent prochot Disabled
Disabée the extemal Host power button Disabled

Device Manfio

3. To reboot the server for BIOS Config, do the following:

a. Turn off the power:
Gotoi LOM System i nfornmati on

DSR Cloud Installation Guide
G43630-01
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4. To enable the BIOS setup, press F2.

DSR Cloud Installation Guide
G43630-01

Figure 2-3 Turn off

ORACLE Integrated Lights Out Manager v5.1.1.23

avigaTion Summary Information

> System Information

Summary
Prxo General Information
Memory System Type

Model
QPart ID
Part Number
St Serial Number
Networking RFID Serial Number
PC| Devices System Identifier
P System Firmware Version
Primary Operating System
pen Prebieme {0) Host Primary MAC Address.
System Log ILOM Address
ILOM MAC Address

3 Remote Control

Chapter 2

Verifying the Hardware Configuration

WView sysiem summary Informatlan. You may also change power state and view system status and fault information, More detalis.

Actions.
Rack Mount Power State
ORACLE SERVER X8.2 Locator Indicator
Q13719
7601200-25880
2322XL007P System Fimware Update
341A583DESB00000000CF 736
3 Remote Console
51123
Not Availabie
28.68:8¢:10:15:20

10.75.132.173
AB69:BC:10F5:E2

Wait until the power turns off, and then Turn it on.

Figure 2-4 Turn on

ORACLE Integrated Lights Out Manager v5.1.1.23

Summary Information
System Information

Summary
Processors Ganaril information
L System Type

Model
QPan ID
Part Number
D ‘Serlal Number
Networking RFID Serial Number
PCI Davices System identfier
Sysiom Firmmware Vrsion
Firmware
Primary Operating System
EES R Hast Primary MAG Address
System Log 1LOM Address
ILOM MAC Addross

| Remate Control

Copyright © 2014, 2025, Oracle and/or its affiliates.

View sysiern summary information. You may aiso change power stale and view systern status and tault information. More detais

Actions:
Rack Mount Power State
R
ORACLE SERVER X9-2 Locator Indicator
Q13718
7601200-25860
2322XLD0TE System Firmware Update

341A583DES800000000CF T8
= Remote Consoie

86:62:8c:10:5:00
W0.T5A3217I
ABE9:8C10.FSE2

About

Refresh

Logol

OFF Tum on
OFF Tum On
Upaate
Launch

About

@ on
[E oFF

Refresn

Logout

Tum Of

Tum On

Update

Launch
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Verifying the Hardware Configuration

Figure 2-5 F2

Aptio Setup - AMI

5. After enabling the BIOS, access the BIOS Advanced tab using the arrow key.

6. Select Intel Platform Configuration using the arrow key and press Enter.

DSR Cloud Installation Guide
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Verifying the Hardware Configuration

Figure 2-6 Intel platform configuration

» Intel Platform Configuration

7. To verify if the SATA Controller is enabled:

® Go to Advanced tab and verify if SATA Controller is Enabled
8. To verify if SATA RAID is enabled:

® Go to Advanced tab, click on Configure SATA as AHCI and select RAID
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Figure 2-7 Configure SATA

Configure SATA as [AHCTI]

Figure 2-8 Configure SATA

Configure SATA as
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@ Note

e AHCI is a hardware-level architecture that enables systems to support the
use of SATA disks.

* RAID is a logical disk structure that administrators can create at either the
hardware or the software level. Administrators create RAID arrays on top
of the AHCI hardware.

9. Verify if Hyper-Threading is enabled on the Advanced tab and do the following:

® GotoBI Os/ Advanced/ I nt el - Socket Configuration

Figure 2-9 Intel socket configuration

Hyper-Threading (ALL) [Enablel

E1 81 C2 EF A9 AB
10. Verify if Network Stack Configuration is enabled on the Advanced tab and do the following:

® Goto Bl OS/ Advanced/ Networ k Stack Configuration

DSR Cloud Installation Guide
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Figure 2-10 Network stack configuration

Network Stack [Enabled]

11. Verify if NET O is enabled on 10 and do the following:

® GotolOQ Internal Devices /NETO/N CO

Figure 2-11 Net0

PCI-E UEFI Driver [Enabled]
Enable
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12. Verify if VT-d is enabled on the Advanced tab and do the following:

® GotoAdvanced/Intel Socket Configuration/llO Configuration-VT-d.

Figure 2-12 Verify Vt-d

Setup - AMI

Intel(R) VT for
Directed I/0 (VT-d)

13. The server continues the boot process.

14. To save and exit, press F10
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Figure 2-13 save and exit

Aptio Setup -

e & Exit Setup

Save configuration and exit?

» Intel Socket Configur

This process concludes the Hardware Configuration verification.

2.4 Installing OL8.8 and KVM

Perform the following procedure to install Oracle Linux 8.8 OS with HTTP or USB media:

@ Note

e If you're using a hardware in a remote lab, install Linux remotely on a Windows
computer. Ensure that remote Windows machine has the OL 8.8 ISO locally
located.

e The installation process is specific to Oracle Linux OS installations.
e The Oracle Linux 8.8 release is utilized and validated for the Oracle Linux OS.

e The snapshot used for this procedure has been taken from ORACLE SERVER
X9-2 RMS.

e This procedure can be executed on any flavor of RMS that require install on OL8.8
and KVM.

Each respective infrastructure must be operational.

Check in every step after completion.
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@ Note

For any assistance, see My Oracle Support (MOS).

1. LogintoiLOM as admusr using the following URL: https:// <l pv6 | LOM I P
addr ess>.

Figure 2-14 Log in to iLOM

Please Log In

SP Hostname: ORACLESP-2322XLD07G

User Name: |admu5r

Password: |oouuu

2. To launch the remote console, do the following:

a. Go to Navigation and select Summary.

Figure 2-15 Summary

b. Click Launch that is next to the remote console and click Continue on the JAVA
security warning pop-up.
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Figure 2-16 Launch

Actions
Power State ON Turn Off
Locator Indicator OFF Turn On
System Firmware Update Update
Remote Console Launch |

3. Toinstall OL 8.8 image through Local USB media

@ Note

To install OL8.8, if requires HTTP server to start the media. Please skip this step
and proceed with Step 4

a. Onthe ILOM Console, from the KVMS menu, select the Storage option.

A window entitled Storage Device will open.

Figure 2-17 Storage

© Oracle(R) Integrated Lis

'_MS Preferences He
Virtual I{eyboard

Turn local monitor on
Turn local monitor off

Take Full Control...
Relinquish Full Control
Exit [

b. Click Add and navigate to the location of the ISO on the local workstation.
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Figure 2-18 Storage device

B Storsge Devices *
Path Deica Type

¥ | 2501 Enabied

c. Select the ISO and click Select.
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Figure 2-19 Select ISO

N ‘ Storage Devices X
E [Lock]
Path Device Type
% Add Storage Device X
Look in: Images et ; A '
B Vv1035444-01.is0
Recent Items
Desktop
Documents
This PC
File name: §V1035144-01 Jiso
Network Files of type: | All Files » Cancel

d. The ISO file will now be included in the list of available storage devices. Select it in the
Storage Devices window and then click Connect.
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Figure 2-20 Connect

 Storage Devices X

Path Device Type

B ssL Enabled

Add... Connect Remoave..,

e. Click OK to confirm and close the window.
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Figure 2-21 Click OK

Path Device Type

¥] §51 Enabled

Pleasa, salaely remave your siorage devicels) thal you are shanng with your server belore disconnactng storage

Please remove and reinserl youl wiilabée media after you have disconanected your slorage

Disconnect

Qi

4. |Install OL 8.8 image through HTTP server.

@® Note

To install OL8.8, if requires local USB to start the media as mentioned in step 3.
Please skip this step and proceed with Step 5

® Navigate to Renpbt e Control / Host Storage Devi ce to place the OL 8.8 iso
image on the existing HTTP web server and connect it through Server URI in Host
Storage Device of iLOM GUI.
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Figure 2-22 Host storage device

NAVIGATION Host Storage Device

ryav

Summary Gonfigure the Host Storage Device seftings. More details.
Processors

Memory Settings

Power Status: Operational

Cooling Mode:

it Server URI: [sshits:/110.75.160. 166:var/www/nimi/automation_iles/OracleLinux-RE-Ug-x86_64-avaiso

Networking Samba, SSHFS, or NFS URI

PCI Devices Remote Storage Username: [admusr

Firmware Remote Storage Password: [ .....

Open Problems (0)
Save

System Log

© Remate Control
Redirection
KVMS

Host Storage Device

5. Shut down the server

®  On the System Summary page click the Turn Off in the Actions Pane.

Figure 2-23 Turn off

Actions
Power State \ ON

V] Turn Off @
Locator Indicator OFF Turn On
Oracle System Assistant Launch
Version: 1.4.0.84843
System Firmware Update Update
Remote Console Launch

@® Note

e This will shut down the operating system prior to powering off the host

server. Wait for the indicator to signify that the server is powered down
before proceeding to the next step.

If at any point the internet connection on the local workstation is lost, or
the browser being used is closed, and the OSA has not yet been updated,
the Oracle System Assistant Updater ISO must be remounted using the
previous steps.
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6. Set CDROM as the next boot device.
® Under the Host Management tab select the Host Control option. From the drop-down
menu for Next Boot Device, select the CDROM option and then click Save

Figure 2-24 CDROM

NAVIGATION Host Control

0 System Information View and configure the host control information. Next Boot Devic

Open Problems (0)

System Log Settings

™ Remote Conirol

Next Boot Device: [P e ER i o))

@ Host Management PXE
Default Hard Drive
Power Control Save Diagnostic Partition

CDROM
Diagnostics //” BIOS

Floppy/primary removable media

Host Control

n Systemn Management

™ Power Management
M ILOM Administration

Site Map

7. Power ON the server

a. On the System Summary page click the Power State Turn On in the Actions Pane to
restart into the Oracle System Assistant Updater ISO.

Figure 2-25 Power on

Actions
Power State OFF Tugn On
Locator Indicator OFF Tu{r#On
Oracle System Assistant Launch
Version: 1.4.0.84843
System Firmware Update Update
Remote Console Launch
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b. Click OK when prompted.
8. Perform the following procedure to install Oracle Linux OS

a. Navigate to the window that contains the Remote Console. If the window was closed,
re-launch the Console in the Actions Pane. The system will restart for installation.

b. Select install Oracle Linux 8.8 and click Enter.

Figure 2-26 Install linux

B Oracie(R) Integrated Lights Out Manager Remote System Console Pius - 10.75.132.176 (Full Control) (Full Encryption; -

c. Select Language and Continue.
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Figure 2-27 Language

Chapter 2
Installing OL8.8 and KVM

P Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.75.132.173 (Full Control) (Full Encryption)

WMS  Preferences Help
Mouse Sync

LCI.I.I.WI'.| LM RAR| IR Win| (RO

ORACLE

English

Afrikaans
Wy
appall
s
Asturianu
Benapyckan
Benrapcku
qreEm
s
Bosanski
Catala
Ceitina
Cymraeg
Dansk

Context | {[Lock]| |Ct-AR-Del

WELCOME TO ORACLE LINUX 8.8.

English

Afrikaans

Am

d. Select Date and Time and then select Done.
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English (New Zealand)
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English (Singapore)
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Figure 2-28 Date and time

B Cracie®) imtegeuted Lights Outt Manager Remote System Corsole Pus - 1075 112 174 Full Control (Fall Enorpptaon)
UL Pefeecn e
e R T Ty e

A A
22:38 .m e / 05w / 200w
=l - y J

e. Select Region as ETC and City as UTC
f. Select Software selection with the following options:
i. Basic Environment: Server with GUI
ii. Select the following add-ons on Additional software for Selected Environment:
e Virtualization Client
*  Virtualization Hypervisor
e Virtualization Tools
* Legacy UNIX Compatibility Libraries
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@ Oracle{R) Integrated Lights Out Manager Remote System Console Flus - 10.75.132.173 (Full Control] [Full Encryption)
M5 Preferences  Help

mouse Sync| | [ cu] [Cwan] [L A [ ax] R win] [R o] | [contest] [[Lock]] [crr-ar-pel

Base Environment Additional software for Selected Environment

" Software designed for supporting clustering, grid connectivity, and low-
An integrated, easy-to-manage server with a graphical interface. latency, high bandwidth storage using RDMA-based InfiniBand, IWARP,
Server RoCE, and OPA fabrics.
An integrated, easy-to-manage server __| Mail Server
Minimal Install These packages allow you to configure an IMAP or SMTP mail server.
Basic functionality. Network File System Client
Workstation Enables the system to attach to network storage.
Workstation is a user-friendly desktop system for laptops and PCs. Netwark Servers
Custom Operating System These packages include network-based servers such as DHCP, Kerberos and
Basic building block for a custom OL system. NIS
Virtualization Host Performance Tools
Minimal virtualization host. Tools for diagnosing system and application-level performance problems.

Remote Desktop Clients

Remote Management for Linux

Remate manacement interface for Oracle |inue
» Virtualization Client

Clients for installing and managing virtualization instances.
» Virtualization Hypervisor

Smallest possible virtualization host installation.
» Virtualization Tools

Tools for offline virtual image management.

Basic Web Server

These tools allow you to run a Web server on the system.

Legacy UNIX Compatibility
Compatibility programs for migration from or working with legacy UNIX

Container Management

Tools for managing Linux containers
Development Tools

A basic development emvironment

g. Confirm and click Done.

h. Select Installation Destination

i. Select 2 hard drives to be installed.

j. From Other Storage Options, ensure Custom configure partitioning is selected.
k. Click Done.

Figure 2-29 Click done

INSTALLATION DESTINATION

Done

Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's *Begin Installation” button.

Local Standard Disks
3.49TiB 3.49TiB
SAMSUNG MZWLR3TBHBLS-00AU3 i.3634563054b352390025384300000002 SAMSUNG MZWLR3TBHBLS-00AUS i.36345630545
nvmeOnl / 1.3 MiB free nvmelnl / L3I

Disks left unselected here will not be touched.
Specialized & Network Disks

2]
Add a disk...

Disks left unselected here will not be touched.

Storage Configuration
Automatic #) Custom
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@ Note

Skip to Step 6 if space is available for partitioning.

I.  If there is not enough disk space, check if you can make additional space, on the
Other Storage Options.

@® Note

You may need to check the box with Automatically configure partition, later
select Custom Configure.

m. When you click Done, the following screen will allow you to Delete all, then Reclaim
space

Figure 2-30 Reclaim space

RECLAIM DISK SPACE

You can remove existing file systems you no longer need to free up space for this installation. Remaving a file system will permanently delete all of the data it contains.

w 3.5 TiB SAMSUNG MZWLR3TEHBLS-00AU3 1.3634563054b352350025384300000002  nvmelnl Delete

root mvmelnlpl software RAID Mot resizeabls Deleta
swap mvme0Onlp2 software RAID Mot resizeat Delete
boot mvmeOnlp3 software RAID Mot resizeat Delete
boot_efi nvmeOnlpd software RAID Mot resizeable Delete
home mvmeOnlp5 software RAID Mot resizeable Delete
w 35 TiB SAMSUNG MZWLR3T8HBLS-00AU3 i.36345630549119710025384100000002  nvmelnl 349 ta Delete
I root mmelnlpl software RAID Mot resizeabls Delete
swap mvmelnlp? software RAID Mot resizeable Delete
boot nvmelnlp3 software RAID Mot resizeabls Delete
boot_efi mvmelnlpd software RAID Not resizeat Delete
home mmelnlp5 software RAID Mot resizezble Delete
Preserve elete hirink Preserve all

3 disks; 10.48 TiB reclaimable space (in file systems)
Total selected space to reclaim: 10.48 Tig
Installation requires a total of 10.07 GiB for system data

Cancel Reclaim space
n. Click Done to continue.
o. Again, select the Installation Destination.
p. From Other Storage Options, select Custom configure partitioning.

g. Remove any unknown volume by clicking on Delete .

@® Note

Skip this step if no unknown volume is present.
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r.

S.

Figure 2-31 Unknown volume

BWMS  Praferences Help

[Mouse Sync] | ] L win] L k][R ] [ win] R ]| [Content] [fock] [o-AR-Del]

y_

~ New Oracle Linux 8.8 |
You haven created any mount points for your Oracle Linux 8.8
installation yet. You can:

®  Click here to create them automatically
* Create new mount points by clicking the "+’ button.
below.
New mount points will use the following partitioning scheme:
LM

» Or, assign new mount points to exsting partitions after selacting them

Encrypt automatically created mount points by default:
__J Encrypt my data.
~ Unknown

boot_efi

Unknown

Figure 2-32 Delete

Unknown 600.94 MiB

Unknown 3.42TiB

boot

This Software RAID array is missing 1 of 3 member partitions. You can

remove it or select a different device.

Are you sure you want to delete all of the data on boot?

@ Déle_te__'all fil_é_ sYs_téms whlch are thy used by' Unknown.

Ensure the Available Space = Total Space.

Cancel

Delete It

Click on Click here to create them automatically.
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Figure 2-33 Available space

MANUAL PARTITIONING 3 ORACLE LINL B8 INSTALLATION

=

~ New Oracle Linux 8.8 Installation
You haven created any mount points for your Oracle Linux 8.8
installation yet. You canc

» Create new mount points by click phutton

New mount points will use the follo tioning scheme:

LVM

Encrypt automatically created mount points by
Encrypt my data.

When you create mount points for your Oracle Linux 8.8 installation, you'll be able
to view their details here.

AVAILABLE SPACE TOTAL SPACE
6.99 TiB 6.99 TiB

2 storage devices selected Reset All

Table 2-3 Manual partitioning

Partition Size Device Type RAID Level Format (Syatem
Default)

/ 70 GiB RAID RAID1 ext4 or xfs

/boot 1024 MiB RAID RAID1 ext4 or xfs

/boot/efi 600 MiB RAID RAID1 efi

/home 3.4 (Remaining all) TiB | RAID RAID1 ext4 or xfs

/swap 8 GiB RAID RAID1 swap
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Figure 2-34 Manual partitioning boot

MANUAL PARTITIONING

Done

~ New Oracle Linux 8.8 Installation home00

> Mount Paint: Device(s):
SAMSUNG MZWLR3ITBHBLS-00AL3 |,
/home

3634563054b3523500253843000000

Desired Capacity: 02 (nvmeOnl) and 1 other

/boot i
fhoos 10z4MiB 342TiB el
/boot/efi 600 MiB
boot_efi00 Device Type: RAID Level:
i 70GiB
o RAID - Encrypt RAID1 ¥
swap 8GiB File System:
swap00 xfs i o

Label: Name:

home00

Note: The settings you make on this screen will not
+ s (c] be applied until you click on the main menu's ‘Begin

Installation’ button.
AVAILABLE SPACE TOTAL E
2.61 MiB 6.99 TiB

Figure 2-35 Manual partitioning boot efi

MANUAL PARTITIONING

Done
~ New Oracle Linux 8.8 Installation boot_efi00
/home Mount Point: Device(s):
home0 il Iboot/efi SAMSUNG MZIWLR3TBHBLS-00AU3 |
3634563054b3523900253843000000
r Desired Capacity: 02 {rvmeOnl) and 1 other
{boot 1024 MiB
fsais Lo RAID Level:
/ 70 GiB
al-root RAID 2 Encrypt RAID1 -
swap 4 GiB File System:
o EFl System Part... » | | g,
Label: Name:
boot_efi00
L]

Note: The settings you make on this screen will not
+ er? [ be applied until you click on the main meny's ‘Begin

Installation’ button.
AVAILABLE SPACE
93.86 GiB
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Figure 2-36 Manual partitioning boot

1ANUAL PARTITIONING

Done

Note: The settings you make on this screen will not
be applied until you click on the main menu's 'Begin
Installation’ button.

~ New Oracle Linux 8.8 Installation boot00

/home 3.41TiB Mount Point:

home00 Iboot
Desired Capacity:

/boot/efi 600 MiB

boot.fi00 Device Type:

/ 70 GiB

ol-root BAID = Encrypt

swap AGIB File System:

pR xfs - ¥
Label:

+ - e

AVAILABLE SPACE
92.86 GiB

Figure 2-37 Manual partitioning root

IANUAL PARTITIONING

Done

Chapter 2
Installing OL8.8 and KVM

STALLATION

Device(s):
SAMSUNG MZWLR3ITBHBLS-00AU3 |

3634563054b3523900253843000000

02 (mwme0nl) and 1 other

Modify...

RAID Level:
RAIDL -

boot00

Device(s):

SAMSUNG MZWLR3IT8HBLS-00AL3 i.
3634563054b3523900253843000000
02 {(rvmelnl) and 1 other

Modify...

RAID Level:
RAID1 -

root00

Note: The settings you make on this screen will not

~ New Oracle Linux 8.8 Installation root00
fhome 3.41TiB Mount Point:
home00 !

boo J Desired Capacity:
/boot 1024 MiB
e d 70 GiB
Iboot/efi 600 MIB
beot stint Device Type:
swap 4 GiB File System:
ol-swap h = S
Label:
Sot S

AVAILABLE SPACE L SPAC
22.73 GiB § 6.99 TiB
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Figure 2-38 Manual partitioning swap

ANUAL PARTITIONING CLE L 8 INSTALLATION

~ New Oracle Linux B.8 Installation swap00
DATA
fhome Mount Point: Device(s):
home00 LI SAMSUNG MZWLR3TEHBLS-00AU3 |.
3634563054b3523900253843000000
> YSTEM Desired Capacity: 02 (nvmeOnl) and 1 other
/boot 1024 MiB Modi
et 8GB fy..
/boot/efi 600 MiB
bobt-tIT Device Type: -
/ 70 GiB —
root0d RAID ¥ | [_JEncrypt RAID1 -
e
swap 50 v Reformat
Label: Name:
swap00
Update Setting
Note: The settings you make on this screen will not
+ - & be applied until you click on the main menu's ‘Begin
Installation’ button,
A BLE SPACE T &

10.72 GiB

Figure 2-39 Destroy device

SUMMARY OF CHANGES

Your customizations will result in the following changes taking effect after you return to the main menu and begin installation:
Action Type Device

destroy device mdarray MDRAID set (mirror) (swap)

destroy format software RAID mvmelnlp2 on SAMSUNG MZWLR3T8HBLS-00AU3 1.36345630549119710
destroy format software RAID nvme0Onlp2 on SAMSUNG MZWLR3T8HBLS-00AU3 i.3634563054b3523901
destroy device mdarray MDRAID set (mirror) (root)

destroy format software RAID nvmelnlpl on SAMSUNG MZWLR3T8HBLS-00AU3 i.36345630549119710

destroy format software RAID nvmeOnlpl on SAMSUNG MZWLR3T8HBLS-00AU3 1.3634563054b3523901
destroy device mdarray MDRAID set (mirror) (home)

destroy format software RAID nvmelnlp5 on SAMSUNG MZWLR3ITBHBLS-00AU3 i.36345630549119710¢
destroy device partition nvmelnlps on SAMSUNG MZWLR3TBHBLS-00AU3 i.36345630549119710
destroy format software RAID nvmeQnlpS on SAMSUNG MZWLR3T8HBLS-00AU3 i.3634563054b3523901
destroy device partition mvme0nlp5 on SAMSUNG MZWLR3T8HBLS-00AU3 1.3634563054b3523901
destroy device mdarray MDRAID set (mirror) (boot_efi)

W0 W B W R

-
Moo

Cancel & Return to Custom Partitioning Accept Changes

t. Select and enter information for root password.
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Figure 2-40 Root password

Chapter 2
Installing OL8.8 and KVM

[P Oracle(R) Integrated Lights Out Manager Remote System Console PIus - 10.75.132.173 (Full Control) (Full Encryption)
KWMS  Preferances Help

Mouse Sync LCt| lLWin| (LAK| R ARl RWNR RCH Context| |[Lock] | |Crl-ak-Del

INSTALLATION SUMMARY

ORACLE
Lir

LOCALIZATION SOFTWARE

E Keyboard Installation Source
English (LIS} Local media

Language Support Software Selection
English (Ursted States) Server with GLI
Time & Date

Americ ac/New York timezone

USER SETTINGS

Root Password
Root password is set

@ User Creation
No user will be created

u. Select and enter information for User Creation.
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Installation Destination
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Keump s enabled
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e

n Security Policy
No profile selected

Begin Installation
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Figure 2-41 User creation

@ Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.75.132.173 (Full Control) {Full Encryption)
JvMsS  Preferences Help

Mouse Sync| | L Ctl| [LWin| (L Ak| R AR R Win| R Ctl| | [Context| [Lock]| (Ct-Ak-Del

INSTALLATION SUMMARY ORACLE LINUX 8.8 INSTALLATION
Eus Help!

LOCALIZATION SOFTWARE SYSTEM

E Keyboard Installation Source Installation Destination
English (US) Local medis Automatic partitoning selected

Language Support Software Selection KDUMP
Englsh (Unted States) Server with GUI Kebunp is enabled

G Time & Date = Network & Host Name
AmericasNew York timezone ‘_ Not connected

a Security Policy
No profie selected

USER SETTINGS

@ Root Password

Root password is set

User Creation
Administrator admuse wil
be created

Figure 2-42 User example

P Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.75.132.173 (Full Control) (Full Encryption)
WMS  Preferences Help

Mouse Sync L Cl} [LWin| L AR| (R AR| (R Win| R CH Contest | |[Lock] _Ct: AR -Del

ORACLE LINUX 8.8 INSTALLATION

Full name admusr

User name  admusr

+ Make this user administrator

+/ Require a password to use this account

Password Dukwl@m? 3

Strong

Confirm password Dulew1@m? 7
Advanced

9. Click Begin Installation
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Figure 2-43 Begin installation

@ Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.75.132.173 (Full Control) (Full Encryption)

VMS  Preferences

Mouse Sync

ORACLE
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L CHl| L'Win| L AR| R Ak| R Win| |RCH| | [Context| |[Lock]| [Cti-Ak-Del

INSTALLATION SUMMARY

LOCALIZATION SOFTWARE
E Keyboard Installation Source
English (US) Local media

Language Support Software Selection
English (United States) Server with GUI

Time & Date

Americas/New York timezone

USER SETTINGS

@ Root Password

Root password is set

User Creation
Administrator admusr will
be created

Chapter 2
Installing OL8.8 and KVM

ORACLE LINUX 8.8 INSTALLATION
Bus Helpl

SYSTEM

Installation Destination
Automatic partitioning selected

KDUMP
Kdump s enabled

=>» Network & Host Name
‘— Not connected

a Security Policy

No profile sslected

Quit Begin Installation
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Figure 2-44 Starting package installation progress

@ Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.75.132.173 (Full Control) (Full Encryption)
FVMS  Preferences Hep

[Mouse Sync| | | ctl] |LWin| L Ak| R Ak| R Win| R Ct| | |Context| |[Lock]| |Cti-Ak-Del
RACLE e P G L LYY O Y S LT R
Bus
Linux
) Starting package installation process k
Quit

10. Reboot after installation

® When OLB8.x installation is complete, you are prompted to reboot server and start
OL8.x.
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Figure 2-45 Installation progress

® Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.75.132.173 (Full Control) (Full Encryption) = (m] X
KVMS  Preferences Help

Nonm Sync ,Cﬂ_‘l.w'l! L Alt 2-‘-]!3-!1 Win RCH_ Coﬂtalt: [L(d:\l\![\i-ﬂi[ﬂd! 1;, = g

INSTALLATION PROGRESS ORACLE LINUX 8.8 INSTALLATION

ORACLE —
us

Linux

Complete!

Oracle Linux is now successfully installed and ready for you to use|
Go ahead and reboot your system to start using it/

Rebog<, System
L

Ly Use of this product is subject to the license agr found at /usr/share/oracleli lease/EULA

11. Select License

a. Check in the box | accept the license agreement to accept the license.
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Figure 2-46 License

W Uracie|K) inTegratea Lignts LUt Manager KRemoTte SYSTEm LONSoIE FIUS - 1U./3. 134173 |FUll LONTrol) (Fun encrypuon) == u A

WS Preferences  Help

Mouse sync] | [Lct] [EWn] L it] [ ait] [R win] [R cd] | [context] [Rod ] cti-alt-0el .. N
INITIAL SETUP ORACLE LINUX SERVER 8.8
B us Helpl
LICENSING

License Information
License not accepted

QuIr

£ Please complete items marked with this icon before continuing to the next step.

b. License will change to Accepted.
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C.

Figure 2-47 Licence acceptance

® Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.75.132.173 (Full Control) (Full Encryp... — a X

VM5 Preferences Help
Mouse Sync| | [LCt] [Lwin] [L &%) [ A%] [R win] [R ct] | [Context| [Lock]] [cH-aitDel \-@ L_ !

icense Information ORACLE LINU)

o

License Agreement:

ORACLE LINUX LICENSE AGREEMENT

“We,” "us,” “our” and "Oracle” refers to Oracle America, Inc “You™ and "your” refers to the Individual or entity that has acquired the Oracle
Linux programs. “Oracle Linux programs- refers to the Linux software product which you have acquired. “License” refers to your right to use
the Oracle Linux programs under the terms of this Agresment and the licenses referenced herein. This Agreement is governed by the
substantive and procedural laws of the United States and the State of Caifornia and you and Oracle agree to submit to the exclusive
|urisdiction of, and venue in, the courts of San Francisco or Santa Clara counties in California in any dispute arising out of or relating to this

Agreement.

We are willing to provide a copy of the Oracle Linux programs to you only upon the condition that you accept all of the terms contained in
this Agreement. Read the terms carefully and indicate your acceptance by either selecting the “Accept” button at the bottom of the page to
confirm your acceptance, If you are downloading the Oracle Linux programs, or continuing to install the Oracle Linux programs, If you have
received this Agreement during the installation process. If you are not willing to be bound by these terms, select the Do Not Accept” button
or discontinue the installation process.

1. Grant of Licenses to the Oracle Linux programs. Subject to the terms of this Agreement, Oracle grants to you alicense to the Oracle Linux
programs under the GNU General Public License version 2.0. The Oradle Linux programs contain many components developed by Oracle and
various third parties. The license for each component is located in the licensing documentation and/or in the component’s source code. In
addition, a list of components may be delivered with the Oracle Linux programs and the Additional Oracle Linux programs (as defined below) or
accessed online at http://oss.oracle.com/linux/legal/oracie-list html The source code for the Oracle Linux Programs and the Additional Oracle
Linux programs can be found and accessed online at https://oss.oracle com/sources/. This agreement does not limit, suparsede or modify
your rights under the license associated with any separately licensed individual component

|l accept the license agreement.

Select FINISH CONFIGURATION to complete.
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Figure 2-48 License Configuration

¥ Oracle(R) Integrated Lights Out Manager Remote System Console Plus - 10.75.132.173 (Full Control) (Full Encryp... — (m] X
WMS  Preferences  Help

Mouse Sync| | [Lce] [Lwwm] [c At] [R ak] [Rvin| [R.cH] | [Comtext] [[Lock]] [ca-alt-Del —-y _ =

—

INITIAL SETUP ORACLE LINUX SERVER 8.8
ORACLE —
Linux Bus P
LICENSING
License Information
License accepted
Quir FiNiSBCONFFGURﬂTiON

12. Verify kernel version and KVM version:
®  Open terminal console window and verify the following commands in the code:

i. $ unane -a

ii. $ virsh version

cat /etc/os-rel ease

NAME="Or acl e Li nux Server"

VERSI ON="8. 8"

I D="ol"

I D_LIKE="fedora"

VARI ANT="Ser ver"

VARI ANT_| D="server"

VERSI ON_I D="8. 8"

PLATFORM | D="pl atform el 8"
PRETTY_NAME="COracl e Linux Server 8.8"
ANSI _COLOR="0; 31"

CPE_NAME="cpe: /o0:oracl e:linux:8:8:server”
HOVE_URL="https://linux.oracle.com"
BUG_REPORT_URL="https://bugzilla.oracle.com"
ORACLE_BU&XI LLA_PRODUCT="Oracl e Linux 8"
ORACLE_BU&ZI LLA_PRODUCT_VERSI ON=8. 8
ORACLE_SUPPCRT_PRCDUCT="Cr acl e Li nux"

DSR Cloud Installation Guide
G43630-01 September 30, 2025

Copyright © 2014, 2025, Oracle and/or its affiliates. Page 38 of 57



ORACLE Chapter 2
DSR Installation of OL8 and KVM on Gen 10

ORACLE_SUPPORT_PRCDUCT_VERSI ON=8. 8

[2:49 PM Linux sentinel6-6 5.15.0-101.103. 2. 1. el 8uek. x86_64 #2 SMP Mon
May 1 20:11:30 PDT 2023 x86_64 x86_64 x86_64 GNU Li nux

Using library: libvirt 8.0.0

Using API: QEMJ 8.0.0

Runni ng hypervisor: QEMJ 6.2.0

Li nux sentinel 6-6 5.15.0-101.103. 2. 1. el 8uek. x86_64

13. Disconnect the ISO from storage if Step 3 is followed, if not skip the following step From
ILOM Console, Go to KVMS/ St or age, select the ISO and then select disconnect.

2.5 DSR Installation of OL8 and KVM on Gen 10

DSR Installation on OL8 and KVM includes the following procedures:

e Installing DSR on Linux/KVM
e Creating and installing OCDSR VMs through KVM GUI

® Note

If using a hardware in remote Lab, then use a remote windows machine to install
Linux, ensure that OEL 8 ISO is also located locally in remote windows machine.

2.5.1 Installing DSR on OL8 and KVM

This procedure lists the steps to install DSR configuration on Oracle Linux OS with direct KVM
as hypervisor.

@® Note

e This installation procedure only applies while installing DSR on Oracle Linux OS
through direct KVM.

e For the Oracle Linux OS, Oracle Linux 8.x release is used and verified.
e The screenshots shared in this procedure are taken from HP Gen-10 Blade.

e This procedure can run on any flavor of blade that requires DSR install on OL8.x
and KVM.

e Perform this procedure on each blade.

Prerequisites:
All the respective infrastructures have to be up and running.

1. To mount virtual media containing Oracle Linux OS software, perform the following steps:
a. OpeniLO GUL.

b. Click Remote Consoles on the left pane menu.

DSR Cloud Installation Guide
G43630-01 September 30, 2025
Copyright © 2014, 2025, Oracle and/or its affiliates. Page 39 of 57



ORACLE Chapter 2

DSR Installation of OL8 and KVM on Gen 10
Figure 2-49 Remote Console

 m—

Hewlett Packard
Enterprise

Expand All

> Information
> iLO Federation

~ Remote Console

Remote Console

c. Click Web Start under Java Integrated Remote Console (Java IRC).

Figure 2-50 JavaIRC

arnay

Java Integrated Remote Console (Java IRC)

Tras Jana IRC peovices remots decoss bo th system KM and control of Vitual Power and Moeda from & Jave Web S1an consols of apgiel-based consos.

Hawiatt Packard Enterpriss recommends wsing the: latest vorsion of e Java”™ Funme Envronment. This varsion of iLO was. iested with JRE vorsion & update
121

Mole: On Linux gyslorms with OpenJDK, you must use Fa Java Apghol oplion with  browser that supeorts 8 Java plug-n.

e |

d. Navigate to Virtual Drives and select Image File CD-ROM/DVD.

Figure 2-51 Virtual Drives

Power Switch | Virtual Drives | Keyboard Help
2« Image File Removable Media
[J & URL Removable Media

2« Image File CD/DVD-ROM

[Z] & URL CD/DVD-ROM

Create Disk Image

e. Browse and select the Oracle Linux 8 image file.

Figure 2-52 Browse Oracle Linux 8.x file

L] Chacse Disk image Fle
Lock Craclelnus -| & & > @
* Name Date modified Type
Ovachelinux-7.7_FULL RA12022 12:20PM Dise Image b
Cunck sccess
Desktep
~
Libeares
This PC
~ ]
Metwork - :
S — :
Flen of type M Fiea (") v Carcel
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2. To reboot host, perform the following steps:
a. Loginto Blade Server iLO GUI browser page and launch remote console.

b. Click Power Switch and select Reset from the drop-down menu.

Figure 2-53 Power Switch

Power Switch | Virtual D
(') Momentary Press
('3 Press and Hold
£ Cold Boot

£) Reset

c. Click Ok to confirm reset.

d. The Remote Console window displays that the host is rebooting.

Figure 2-54 Host rebooting

] o ] e
! iLO Integrated Remote Console - Server: DAMPY | iLO: ILOMXQ4020530 | Enclosure: 121_12_03 | Bay: 16
| Power Switch Virtual Drives Keyboard Help
P t m [0S 131 06 .1

Wait for a couple of minutes for reboot to complete.

Once reboot completes, the host boots with Oracle Linux installation ISO and the GUI
screen prompts for the installation options.

3. To initiate Oracle Linux Platform installation, select Install Oracle Linux 8.x to continue.

Figure 2-55 Installation Options

B 10 mntegrated Remate Console - Server: IFFEOZ | AO: ILOUSEIB36TM | Enclosure: (W-BABSZF618498 | Bay: 3 -

Power Switch ves  Keybosrd  Help

ORACLE

Install Oracle Linux 7.7
Test thiz media & install Oracle Linux 7.7

Troubleshoot ing

- A
Oracle Linux
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4. To choose Oracle Linux OS language, select English as Oracle Linux OS language and
click Continue to go to next step.

Figure 2-56 Language Selection

¥ 3

The next page INSTALLATION SUMMARY displays the required information to start
installation.

5. To set up time zone, click DATE & TIME under LOCALIZATION.

Figure 2-57 Installation Summary

INSTALLATION SUMMARY ORACLE LINUX 7.7 INSTALLATION
Bu Helpl

LOCALIZATION

DATE & TIME KEYBOARD
Americas/New Yok timezone English (L'S)
E LANGUAGE SUPPORT

English (Uinited States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Minimal Iristall

SYSTEM

INSTALLATION DESTINATION KDUMP
Bl  Automatic partitioning selected Kidump is enabled

NETWORK & HOST MAME SECURITY POLICY
6 Not connected No profile selected

a. Click Network & Hostname under System and ensure that the system is connected to
a network.
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6.

Figure 2-58 Network and hosthame

y Ethernet (enol)
Bromdiom ire R0

P Ethernet (eno2)

- | Ethy fo,
£ o zrm:'{mﬂ unplugged)

= | Ethernet {ens1fl, unplugged)
E= broascemec

b. Click Done to continue.

i Hardeors Addrews FO1SB410ATFC

Speed 10000 Mivs
P Address 1921680123
Subnet Mask 2552552550
Defait Roate 0.0.0.0
oS

c. Click Localizationa Date & Time.

d. Pick a time zone by selecting a region and city from the drop-down list, or by clicking

location on the map.

Figure 2-59 Date and Time

FULN R

e. Toggle the switch to turn ON Network Time.

f. Click Settings, configure the NTP servers used by the system.

Figure 2-60 Add and mark for usage NTP servers

1 paolmporg
1 poolntporg
1 paolrtporg
10.150.32.10

Add and mark for usage NTP servers

Cancel

g. Click Ok to go back to the previous screen.

h. Click Done to continue.

To set up installation on base environment, perform the following steps:
a. Click SOFTWARE SELECTION option in the SOFTWARE area.
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b. Select Server with GUI from the Base Environment area, and ensure that the
following add-ons are selected:

e Virtualization Client
e Virtualization Hypervisor
e Virtualization Tools

e Compatibility Libraries

Figure 2-61 Software Selection

[ .00 etegeaned Rimote Corriale - Sonvee IPFEC | S0k ILOLISETIA367M | Enclermure: OA-BASS2F6 18490 | Bay: 3

..J"J R "-_

Addd-Ona for Sebected Envirn

Perwrs Sontch  Virsusl Dees Keyboard  Felp

T

1 1024x 78 wilu [#]o 42 ae®

c. Click Done to save the changes and go back to the main configuration page.

7. To setup installation destination, click INSTALLATION DESTINATION in the SYSTEM
area, then perform the following steps:

a. Select sda or sdb to be used.
b. Check Automatically configure partitioning.

c. Click Done to continue.

Figure 2-62 Installation Destination

Powerr Sentch  Virtwal Deens Keybowrd  Help

:i“. -/‘r | 8 Lm--

Select the devicefs) you'd ke o ins1all 1o. They will be lefl untouchved until you chek on the muin meos TBegin inulallatee’ butbe

[ TS r———r——

Couks o mniected bare el nct b Eovchnt |

oo

8. To start installation, review all the information and click Begin Installation.
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Figure 2-63 Installation Summary

Bw integrated Remote Console - Server: IPFEQ2 | iLO: ILOUSES 18367M | Enclosure: OA-BABSIFG18498 | Bay: 3 - a x
Powes Switch  Virtual Drives Keybourd  Help

INSTALLATION SUMMARY ORACLE LINUX 7.7 INSTALLATION
LT et

DATE & TiME E KEYBOARD
Armeribew Yook tevee roe Ergleshs (LIS}

INSTALLATION SOUSICE SOFTWARE SELECTION
Sarver with (5L

SYSTEM

{ DR
A, K i enabled

SECUSITY POUICY
P peobte vl tocd

@ Note

Network configuration is not mandatory at this point and can be performed after
Oracle Linux OS is installed.

9. To create login credentials, configure root credential or any other login credentials as
required.

Figure 2-64 Login Credential Configuration

B 40 Integrated Remcte Commale - Server: IPFEDR | L0: ROUSEI1BI6TM | Encloue: OA-BABS2F615498 | Bay: 3 o b
Power Switch  Wirtusl Drives  Keyboard  Help.

ORACLE MU 7.7 INSTALLATION
| Helpt

0245 768 ws[ 18] G ee®

@® Note

At the same time Oracle Linux installation software lays down files into Gen 10
local hard disk.

Wait for the installation to complete until the following screen appears.
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Figure 2-65 Installation Configured

= |
1028 768 nno 4 Re 908

To reboot host after the installation is completed, click Reboot.

After reboot is done, license agreement page appears.

Figure 2-66 License Agreement

10242 768 w[u[r]s 4R 00®

To accept license agreement, read and check | accept the license agreement checkbox,
and click Done to continue.

@ Note
Skip when prompted for ULN settings.

Login, select Language, and click Next.

Select Keyboard layout and click Next.

Turn off the location services and click Next.

Click Skip when prompted to connect to online accounts.

To verify kernel and KVM versions, open SSH Console window and check the following.
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# sudo su —
# virt -manager
# uname -a

0 # virsh version

17. To change network interface name pattern to ethx, perform the following steps:

a.

To append ' net . i f nanes=0" with option GRUB_CMDLI NE_LI NUX, edit/ et ¢/ def aul t/
grub

cat /etc/default/grub

GRUB TIMEOUT=5

GRUB DISTRIBUTOR="%(sed °'s, release .*%,.9°' fetc/system-release)”

GRUB DEFAULT=saved

GRUB_DISABLE SUBMENU=True

GRUB_TERMINAL OUTPUT="console”

GRUB_CMDLINE LINUX="crashkernel=auto rd.lvm.lvsol/root rd.lvm.lvsol/swap rhgb q
iet net.ifnames=8%

GRUB DISABLE RECOVERY="true®

Re-create the grub2 config file.

grub2-nmkconfig -o /boot/grub2/grub.cfg

Restart host and verify that the network interfaces have ethx name pattern.

shut down —r

18. To create bond0 device, perform the following steps:

a.

DSR Cloud Installation Guide

G43630-01

Create device bond0 configuration file, save the file and exit.

110-017 ~]# vim fete/sysconfig/network-seripts/ifefg-bondo

ERFACES=ethl,ethl

modesactive-backup primary=eth0 miimon=100"

Create device ethO configuration file, save the file and exit.

Genl0-ol7 ~)# vim /ete/sysconfig/network-scripts/ifcfg-etho

Create device ethl configuration file, save the file and exit.

#DSR-Genl0-0l7 ~]# wim fetc/ayaconfig/network-scripts/ifcfg-ethl

Bring up devices into services.
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19. To create IMI bridge, perform the following steps:

a. Create bond0. <i m _vl an> configuration file.

vim/etc/sysconfig/network-scripts/ifcfg-bond0.<im _vlan>

Genl0-0l7 =]# vim /ete/sysconfig/network-scripts/ifefg-ethl

b. Create imi device configuration file.

vim/etc/sysconfig/network-scripts/ifcfg-imn

0-ol7 ~]# vim /etc/sysconfig/network-scripts/ifcfg-imi

CES=bond0.4

c. Bring up devices into services.

Figure 2-67 Devices

[root@ DER-GeniD-ol7 ~]# ifup bondo.3
[root@DSR-Geni0-cl7 ~[# ifup xmi
[root@DER-GEeni0-ol7 ~|#

20. To create XMI bridge, perform the following steps:

a. Create bond0. <xm _vl an> configuration file.

vim/etc/sysconfig/network-scripts/ifcfg-bond0. <xni _vlan>

b. Create xmi device configuration file.

vim/etc/sysconfig/ network-scripts/ifcfg-xni
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c. Set default route for xmi network.

vim/etc/sysconfig/network-scripts/route-xni default via <xni _gateway>

table main
[rootRDSR-Genl0-0l7 ~]4 vim jetc/sysconfig/network-seripts/route-xmi
default wia 10.75.193.1%6 table main

d. Bring up the devices into service.

Figure 2-68 Devices

[root@ DER-GeniD-ol7 ~]# ifup bondo.3
[root@ DER-GeniD-ol7 ~]# ifup xmi
[root@DER-Geni0-ol7 ~|#

21. To create bond1 device, perform the following steps:

a. Create device bond1 configuration file.

vim /etc/sysconfig/network-scripts/ifcfg-bondl

b. Create device eth2 configuration file.

vim/etc/sysconfig/network-scripts/ifcfg-eth2

c. Create device eth3 configuration file.

vim/etc/sysconfig/ network-scripts/ifcfg-eth3
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d. Bring up devices into services.

22. To create xsil/xsi2 bridge, perform the following steps:

a. Create device bondl. <xsi 1_vl an> configuration file.

vim/etc/sysconfig/network-scripts/ifcfg-bondl. <xsil vlan>

~1# vim fetc/sysconfig/network-scripts/ifcfg-bondl.5

b. Create device xsil configuration file.

vim/etc/sysconfig/network-scripts/ifcfg-xsil

im fetc/sysconfigfnetwork-scripts/ifcfg-xsil

c. Bring up devices into services.

[root@DSR-Genl(-o0l7 ~]# if-.li'_- ®ail
[root@DSR-GenlO-o0l7 ~]# ifup bondl.5

@® Note

Perform similar steps to create network devices for xsi2.

23. To set hostname, rename host by modifying / et ¢/ host nare file.

# cat /etc/hostname
# vim/etc/host nane

- Review the host nane
# hostnanect!| status

24. To set NTP service, perform the following steps:
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a. Modify / et ¢/ chrony. conf configuration file. Then, comment out all server * entries
and append your NTP server IP to the list with prepending 'server' text.

o
[

1.poc
pool
poc

server 10.250.32.10

b. Force ntp to sync with newly added server.

$ chronyc ntpdata <Renote ip address>
$ tinedatect!
$ chronyc tracking

To create / honre/ ova directory, run the following command.

[root@DSR-Genl@-ol7 ~]# mkdir shome/owvas
[root@DSR-GenlB-ol7 ~)# cd /home/ova/
[root@DSR-GenlB-o0l7 oval#

To transfer OVA file directory, use sftp tool.

[root@DSR-Genle-ol7 oval# 11
total 36911966
rw=r r . 1 root root 1653708800 Mar 14 16:02 DSR-8.4.0.0.0 84.17.0.0va

To untar the ova file, run the following command.

[root@DSR-GenlB-ol7 oval# tar xvf DSR-8.4.8.0.0 84.17.0.0va
DSR-84 17 @.ovf

DSR-84 17 @.mf

DSR-84_17_0.vmdk

[root@D5R-Genle-ol7 oval#

To convert the vindk file to gcow? file, run the following command.

[root@0sSR-Genld-ol7 oval# gemu-img convert -0 gQcow2 DSR-84 17 6.wvmdk DSRNO-B4 17 0.goowl
[root@0sSR-Genld-ol7 oval#

To copy the gcow? files for SO and MP, run the following command.

[root@DSR-Genl@-ol7 oval# cp DSRNO-84 17 0.qcow2 DSRSO-84 17 0.qcow2
[root@DSR-Genl@-ol7 oval# cp DSRNO-84 17 ©.qcow2 DSRMP-84 17 0.qcow2

To configure storage for corresponding qcow? files as per VMs, perform the following
steps:

a. Set the storage for each VM by running the following command:
gemu-ing resize <NO gcow2_fil ename>. qcow2 <storage_i n_gi gabyt es>G

b. Runthe command for a VM if storage required is greater than 60 G.
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For example: If resource profile is 2K Sh and VM is NOAMP,whereas the storage
required is 120G, then run the following command:

genu-ing resize DSRNO-84_17 0.qcow2 70G

@ Note
* No need to run this command if the storage required is less than or equal
to 60G.

e For multigueue settings, refer to Multiqueue on IPFE (KVM).

To set the txqueue length for the ether-net adapter to a high value on the host machine,
add the following script to the created file / sbi n/ i f up-1 ocal .

[ root @SR- Gen10-ol 7 ova] # vi m/sbin/ifup-Ilocal
ifconfig ethO txqueuel en 120000
ifconfig ethl txqueuel en 120000
ifconfig eth2 txqueuel en 120000
ifconfig eth3 txqueuel en 120000

To verify txqueue length for the ether-net adapter to a high value on the host machine that
is added on all interfaces, run the following command.

[ root @SR- Gen10-o0l 7 ova] # ifconfig <ethernet adapter>

® Note
Verify same for ethl, eth2, and eth3.

To restart all the ethernet adapters (ethO, ethl, eth2, and eth3), run the following command
on each adapter one at a time.

[ root @SR- Gen10-o0l 7 ova] # i fdown <ethernet adapter>
[root @SR- Gen10-0l 7 ova] # ifup <ethernet adapter>

Perform the listed steps in the Ring Buffer and txqueuelen Configuration (KVM) OL8.9
section.

To reboot the host machine, run the following command.

[ root @SR- Genl0-ol 7 ova] # reboot

To confirm the configurations, verify the following on host machine as per the configuration:

*  The multiqueue configuration is performed on IPFE, ensure the configuration is done
as mentioned in Multiqueue on IPFE (KVM).

* The ring buffer size must be set to max on all the ether-net devices by using the steps
in the Ring Buffer and txqueuelen Configuration (KVM) OL8.9 section.

* The txqueue length for all the ether-net adapter must be set to a high value as stated
in Step 31.
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2.5.2 Creating and Installing OCDSR VMs through KVM GUI

This procedure installs DSR VMs NO, SO, and MP using KVM GUI.

@® Note

This installation procedure is only applicable for each VM, that is NO, SO, MP and so
on.

Prerequisites:

e Installation of DSR on Oracle Linux OS through KVM must be performed.

1. Tolog in to the host machine and open the Virual Machine, run the following command:

vi rt-nanager

Figure 2-69 Virtual Machine Manager

& Applications Places  Virtual Machine Manager
| Virtual Machine Manager
_File Edit View Help

Add Connection

Mew Virtual Machine

@® Note

Ensure X11 forwarding is enabled before running vi rt - manager command on CLI.

2. To create a new Virtual Machine, on Virtual Manager GUI, click File, and then New Virtual
Machine and select Import existing disk image.

Figure 2-70 Creating a New VM

New VM x

m Create a new virtual machine

Connection: QEMU/KVM

Choose how you would like to install the operating system
Local install media (ISO image or COROM)
Network Install (HTTP, FTP, or NFS)
Network Boot (PXE)

=) Import existing disk image

Cancel b Forward
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3. To select the image file, select the gcow2 image by browsing the / horre/ ova location and
click Forward.

New VM s

m Create a new virtual machine

Provide the existing storage path:

/Mome/ovafDSRNO_00-84_17_0.qcow2 Browse...

Choose an operating system type and version

OS5 type:  Generic -
Version:  Generic -

Cancel Back Forward
® Note

Refer to Install DSR on Oracle Linux/KVM section.

4. For each VM, select the RAM and vCPUs as required by resource profile and click
Forward.

m Create a new virtual machine

Choose Memory and CPU settings
Memory (RAM): | 16384 = | =

Up to 128680 MIB available on the host

Up to 32 available

Cancel Back Forward

5. To verify and customize VM, perform the following steps:.
a. Update the VM name and select Customize configuration before install.

b. Select XMl bridge under Network selection and click Finish.
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New VM x

m Create a new virtual machine

Name: DSRNO_00

0O5: Generic
Install: Import existing OS image
Memory: 16384 MiB
CPUs: 4
Storage: —.ome/ova/DSRNOO_0-84_17_0.qcow2

| Ready to beqgin the installation
i
!
|
I

+A Customize configuration before install

» Network selection

Cancel Back Finish

6. For XMl bridge, modify the Device model to virtio.

Begn twtsaton I Carcrd s Lallation

[ Wirtust Network Interface.

0 ow Metwerk 1oae e, [lridge e boat e vt =
=g

= Device modet:| vt -

) W€ Dk | PAC i | 520400 eac ko

W Doplay Space

B Comtrotier LISB O
@& 58 Rwawecsor |
R —

7. To customize the network configuration, perform the following steps:
a. On the next screen, click Add Hardware and configure as following:
e Under Network source, choose IMI Bridge.
e For NO and SO, choose IMI bridge only.
e For MP, add XSI1, along with IMI by repeating this step.

Add New Virtual Hardware x

oo

W Controdler
Network Source:  Bridge imi: Host device vnet? =
: ::::‘“ MAC address: o | 5254:00033%d0:38
W Sound Device madel:.  virtio -
&l Serial
&l Paraliel

Console

Channel
& USB Host Device
fff PCl Host Device

-
”
-
-

= Video
B Watchdog

& Smancard

@ USB Redirection
Q2 TPM

ifi RNG

% Panic Motifier

Cancel Finish

b. Click Finish.
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c. For MP, add XSI1 and XSI2 bridge.
For XSI1 bridge:

Add New Virtual Hardware *
S
W Controller
Network source:  @ridge xsil: Host device wnet =
& nput s
W Gophics MAC address: (v 525400963
M Sound Device model: | virtio -
<l Serial
& Parallel
<l Consobe
<& Channel
4% USB Host Device
% PO Host Device
 Video
M Watchdog
& Smartcard
@ USB Redrection
Q ™M
# RNG
& Panic Notifer
Cancel Finish
Add New Virtual Hardware =
& Storage

= Controller

Network source: | Bridge xsi2: Host device bond L6 =

Input
Graphics
Sound
Serial
Parallel

MAC address: o 525400 2609544

Device model wirtio -

Console

Channel

USE Host Device
PCl Host Device

Shbdblde

; Video
™ Watchdog
® U8 Redrecin
a ™™
& RNG
Cancel Finish
® Note
For DSR Topology it is recommended to add all interfaces on each VM, even
when the VM does not require that interface or does not use a VLAN.
This is to use a standard when the topology is created from NOAM GUI.
DSR VMs
XMI ethO
IMI ethl
XSI1 eth2
XSI2 eth3

Add all interfaces as needed. Once the other networks are added, the NICs appears.

8. After adding all bridges, verify and begin the VM installation.
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won 3 Cancel Imstallation

Wirtual Network interface

Nertwork source: | fridoe xmt Host device wneth =

Chapter 2
Optional Features

9. To disable the TSO GSO features for SBR server, see Disabling TSO GSO features for

SBR server.

2.6 Optional Features

Once DSR installation is complete, perform the configuration and installation for optional
features that may be present in this deployment. Refer to the following table for the post-DSR
installation configuration documentation needed for their components.

Table 2-4 Post-DSR Installation Configuration Step

Feature

Document

Diameter Mediation

DSR Meta Administration Feature Activation Procedure

Full Address Based Resolution (FABR)

DSR FABR Feature Activation Procedure

Range Based Address Resolution
(RBAR)

DSR RBAR Feature Activation Procedure

SCEF Feature Activation

DSR SCEF Feature Activation Guide

Policy and Charging Application (PCA)

PCA Activation Procedure

Host Intrusion Detection System (HIDS)

DSR Security Guide, Section 3.2

Diameter Custom Applications (DCA)

DCA Framework and Application Activation and Deactivation
Procedures
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Software Installation Procedure

The host and virtual networks configuration should be done before running the procedures in
this document. It is assumed that at this point the user has access to the following:

e Consoles of all guests and hosts at all sites

e ssh access to the guests at all sites

*  GUIl access to hosts at all sites

* A configuration station with a web browser, ssh client, and scp client
VM Manager Privileges to add OVAs to catalog (VMware only)

*  KVM/OpenStack admin and tenant privileges

*  OVM-S/OVM-M credentials and privileges, OVM-M CLI tool must be installed and
accessible

SUDO
Many commands when run as admusr (non-root user) requires the use of sudo.
VIPITSA (OpenStack Only)

OpenStack release Kilo or later is required to configure VIP and target set addresses. Kilo
release 2015.1.2 or later is preferred.

IPV6

IPv6 configuration of XMI and IMI networks is introduced in DSR. Standard IPv6 formats for
IPv6 and prefix can be used in all IP configuration screens, which enables the DSR to run in an
IPv6 only environment. When using IPv6 for XMI and management, place the IPv6 address in
brackets.

For example: https://[ <l Pv6 address>]

If a dual-stack (IPv4 and IPv6) network is required, configure the topology with IPv4 first, and
then migrate to IPv6. Refer to DSR IPv6 Migration Guide for instructions on this migration.

3.1 Creating DSR Guests (VMware)

Perform the following tasks to create DSR guests for VMware.

3.1.1 Importing DSR OVA (VMware)

This procedure adds the DSR OVA to the VMware catalog or repository.

1. Launch the required VMware client.

2. Add the DSR OVA image to the VMware catalog or repository.
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@® Note

Refer to the instructions provided by the Cloud solutions manufacturer.

3.1.2 Configuring NOAM Guests Role Based On Resource Profile and
Configure Network (VMware)

This procedure configures networking on VMs.

1. To create the NOAM1 VM from the OVA image, perform the following steps:
a. Browse to the library or repository where the OVA image is placed.
b. Deploy the OVA Image by using vSphere Client or vSphere Web Client.
c. Name the NOAM1 VM and select the data store.

2. Configure resources for the NOAM1 VM using the vSphere Client or vSphere Web
Client, by referring to the DSR Cloud Benchmarking Guide for the required DSR NOAM
resource profile.

3. To power ON NOAML1, use the vSphere Client or vSphere Web Client.

4. To configure NOAM1, perform the following steps:
a. Access the NOAM1 VM console through the vSphere Client or vSphere Web Client.
b. Login as the admusr user.

c. Set the <ethX> device.

$ sudo net Adm add - -devi ce=<et hX> --address=<|P Address in External
managenment Networ k> --net mask=<Net mask> - -onboot =yes - -boot pr ot o=none

@ Note

Here, ethX is the interface associated with the XMI| network.

d. Add the default route for ethX.

$ sudo net Adm add --route=default --gat eway=<gateway address for the
Ext ernal management network> --devi ce=<et hX>

e. Ping the XMI gateway for network verification.

$ ping —c3 <Gateway of External Mnagenent Network>

@ Note
To configure NOAM2, repeat the above 4 steps.
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3.1.3 Configure Remaining DSR Guests Based on Resource Profile and
Configure Network

This procedure adds network addresses for all VMs.

@® Note

This procedure provides an example for creating an SOAM. Follow the same steps to
create other guests with their respective VM names and profiles.

1. Create the SOAM1 VM from the OVA image.
a. Browse to the library or repository where the OVA image is placed.
b. Deploy the OVA Image by using vSphere Client or vSphere Web Client.
c. Name the SOAM1 VM and select the data store.

2. Configure the SOAM1 VM as per the resource profiles defined in DSR Cloud
Benchmarking Guide for the DSR SO using the vSphere Client or vSphere Web Client.
Interfaces must be added per the OCDSR Network to Device Assignments defined in DSR
Cloud Benchmarking Guide.

3. Power ON SOAM1 VM.
a. Power ON the DSR SOAM1 VM with the vSphere Client or vSphere Web Client.

b. Monitor the vApps screen’s Virtual Machines tab until the DSR VM reports Powered
On in the Status column.

4. Configure XMl interface.
a. Access the VM console through the vSphere Client or vSphere Web Client.
b. Login as the admusr user.
c. Setthe ethX device:

$ sudo net Adm add --devi ce=<et hX> --address=<IP Address in External
Managenent Networ k> --net mask=<Net mask> --onboot =yes --boot pr ot o=none

@® Note

Where ethX is the interface associated with the XMI network.

d. Add the default route for ethX:

$ sudo net Adm add --route=default --gateway=<gateway address for the
Ext ernal managenent network> --devi ce=<et hX>
5. Verify network connectivity.
a. Access the SOAM1 VM console using the vSphere Client or vSphere Web Client.

b. Login as the admusr user.
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c. Ping the NOAML1.

$ ping —c3 <IP Address in External Management Network>

@® Note

Repeat the above procedure for the following VMs. Use unique labels for the VM
names:

e MP(s)
« IPFE(s)
«  SOAM(s)

e Session SBRs, Binding SBR (Optional Components)
DR NOAMs (Optional Components)

3.2 Create DSR Guests (KVM/OpenStack)

Perform the following tasks to create DSR guests in KVM or OpenStack.

3.2.1 Import DSR OVA (KVM/OpenStack Only)

This procedure adds the DSR image to the glance image catalog.

Prerequisites:

Create instance flavors.

If not yet done, use the resource profiles defined in DSR Cloud Benchmarking Guide
values to create flavors for each type of VM. Flavors can be created with the Horizon GUI
in the Admin section, or with the nova flavor-create command line tool. Make the flavor
names as informative as possible. As flavors describe resource sizing, a common
convention is to use a name like “0406060” where the first two figures (04) represent the
number of virtual CPUs, the next two figures (06) might represent the RAM allocation in
GB and the final three figures (060) might represent the disk space in GB.

If using an Intel 10 Gigabit Ethernet ixgbe driver on the host nodes, note that the default
LRO (Large Receive Offload) option must be disabled on the host command line. Refer to
the Intel Release Notes for more details. This action can be performed using the following
command.

$ sudo ethtool -K <ETH DEV> Iro off

If using IPFE Target Set Addresses (TSA):

— Read and understand the "Disable Port Security" procedure in Disable Port Security,
including the warning note.

— Enable the Neutron port security extension.
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® Note
*  This step is not applicable for HEAT deployment.

* If the DSR guest type is IPFE, see Performance Tuning Recommended .

To add DSR OVA image perform the following steps:

1.

Copy the OVA file to the OpenStack control node.

$ scp DSR-x. x. x. x. x.ova admusr @ode: ~

Log in to the OpenStack control node.

$ ssh adnusr @ode

In an empty directory, unpack the OVA file using tar.

$ tar xvf DSR-x.X.X.X.X.ova

One of the unpacked files has a .vmdk suffix. This is the VM image file that must be

imported.
DSR- x. x. X. X. x-di sk1. vndk

Source the OpenStack admin user credentials.

$ . keystonerc_adnin

Select an informative name for the new image.
dsr-8.6.x.x.x-original

Import the image using the glance utility from the command line.

$ glance image-create --name dsr-x.x.x.x-original --visibility private --
protected fal se --progress --container-format bare --disk-format vmdk --
file DSR-x.x.x.x-diskl. vk

This process takes about 5 minutes depending on the underlying infrastructure.

Convert VMDK to QCOW?2 format.
Use the gemu-img tool to create a qcow2 image file using this command.

genu-inmg convert -f vndk -O gcow2 <VMXK filename> <QCOM2 fil ename>

Example:

genu-img convert -f vndk -O gcow2 DSR-82_12 0.vndk DSR-82_12 0. qcow?

Install the gemu-img tool (if not already installed) using this yum command.

sudo yuminstall genu-ing
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9. Import the converted gcow2 image using the “glance” utility from the command line.

$ glance image-create --nanme dsr-x.x.x-original --is-public True --is-
protected False --progress --container-format bare --disk-format gcow2 --
file DSR-x.x.x-diskl. gcow?

This process takes about five minutes depending on the underlying infrastructure.

@® Note

The above two steps (8 and 9) are optional and are not needed if VMDK is used.

3.2.2 Configure NOAM Guests Role Based on Resource Profile (KVM/

OpenStack Only)

This procedure configures networking on VMs.

1. Name the new VM instance.

a.

b.

Create an informative name for the new instance: NOAML1.

Examine the DSR Network to Device Assignments defined in DSR Cloud
Benchmarking Guide.

2. Create and boot the NOAM VM instance from the glance image.

a.

DSR Cloud Installation Guide
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Get the following configuration values.
The image ID

$ glance imge-|ist

The flavor ID

$ nova flavor-list

The network ID (s)

$ neutron net-1list

An informative name for the instance:
o NOAM1
o NOAM2

Create and boot the VM instance.

The instance must be owned by the DSR tenant user, not the admin user. Source the
credentials of the DSR tenant user and issue the following command. Use one --nic
argument for each IP/interface. Number of IP/interfaces for each VM type must
conform with the DSR Network to Device Assignments defined in DSR Cloud
Benchmarking Guide.
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® Note
IPv6 addresses should use the v6-fixed-ip argument instead of v4-fixed-ip.
$ nova boot --image <inmmge ID> --flavor <flavor id> --nic net-
i d=<first network id> v4-fixed-ip=<first ip address> --nic net-

i d=<second network id>, v4-fixed-ip=<second i p address> <instance
name>

c. View the newly created instance using the nova tool.

$ nova list --all-tenants

The VM takes approximately 5 minutes to boot and may be accessed through both
network interfaces and the Horizon console tool.

Configure NOAM VIP.

This is an optional step.

@® Note

For information about Firewall Ports, refer to DSR IP Flow document. Refer to
Application VIP Failover Options (OpenStack) for more information on VIP.

If a NOAM VIP is needed, run the following commands:

a. Find the port ID associated with the NOAM instance XMI interface.

$ neutron port-1list

b. Add the VIP IP address to the address pairs list of the NOAM instance XMl interface
port.

$ neutron port-update <Port ID> --allowed_address_pairs |ist=true
type=di ct ip_address=<VIP address to be added>
Check if interface is configured.

If DHCP is enabled on the Neutron subnet, VM configures the VNIC with the IP address
provided in step 2. To verify, ping the XMI IP address provided with the nova boot
command from step 2:

$ ping <XM -1 P-Provi ded- Duri ng- Nova- Boot >
If the ping is successful, ignore step 5 to configure the interface manually.

Manually configure interface, if not already done.

This is an optional step.
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@® Note

If the instance is already configured with an interface and has successfully pinged
(step 4), then ignore this step to configure the interface manually.

a. Login to the Horizon GUI as the DSR tenant user.

b. Go to the Computel/lnstances section.

c. Click the Name field of the newly created instance.

d. Select the Console tab.

e. Login asthe adnusr user.

f. Configure the network interfaces, conforming with the DSR Network to Device
Assignments defined in DSR Cloud Benchmarking Guide.

$ sudo net Adm add --onboot =yes --devi ce=eth0 --address=<xm ip> --
net mask=<xm net mask>
$ sudo net Adm add --route=default --device=ethO --gateway=<xm gateway

i p>
Verify network connectivity by pinging Gateway of XMI network.

$ ping -c3 <XM Gat eway>

Under some circumstances, it may be necessary to configure as many as 6 or more
interfaces.

g. Reboot the NOAM VM. It takes approximately 5 minutes for the VM to complete
rebooting.

$ sudo init 6

The new VM should now be accessible through both network and Horizon consoles.

® Note
To configure NOAM2, repeat the above steps for NOAM2.

3.2.3 Configure Remaining DSR Guests Based on Resource Profile and
Configure Network (KVM/OpenStack Only)

This procedure adds network addresses for all VMs.

@® Note

This procedure provides an example for creating an SOAM. Follow the same steps to
create other guests with their respective VM names and profiles.
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1. Name the new VM instance.
a. Create an informative name for the new instance: SOAM1.

b. Examine the DSR Network to Device Assignments defined in DSR Cloud
Benchmarking Guide.

2. Create and boot the SOAM VM instance from the glance image.
a. Get the following configuration values.
The image ID

$ glance image-1i st

The flavor ID

$ nova flavor-1list

The network ID(s)

$ neutron net-1list

An informative name for the instance:
« SOAM1
e  SOAM2

b. Create and boot the VM instance.
The instance must be owned by the DSR tenant user, not the admin user. Source the
credentials of the DSR tenant user and issue the following command. Use one --nic
argument for each IP/interface. Number of IP/interfaces for each VM type must
conform with the DSR Network to Device Assignments defined in DSR Cloud
Benchmarking Guide.

® Note
IPv6 addresses should use the v6-fixed-ip argument instead of v4-fixed-ip.
$ nova boot --image <image ID> --flavor <flavor id> --nic net-
i d=<first network id> v4-fixed-ip=<first ip address> --nic net-

i d=<second network id>, v4-fixed-ip=<second i p address> <instance
nanme>

c. View the newly created instance using the nova tool.

$ nova list --all-tenants

The VM takes approximately 5 minutes to boot and may be accessed through both
network interfaces and the Horizon console tool.

3. Configure SOAM VIP.

This is an optional step.
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@® Note

Refer to Allowed Address Pairs for more information on VIP.

If an SOAM VIP is needed, run the following commands:

a. Find the port ID associated with the SOAM instance XMl interface.

$ neutron port-1list

b. Add the VIP IP address to the address pairs list of the SOAM instance XMI interface
port.

$ neutron port-update <Port ID> --allowed_address_pairs |ist=true
type=di ct ip_address=<VIP address to be added>
4. Check if interface is configured.

If DHCP is enabled on Neutron subnet, VM configures the VNIC with the IP address
provided in step 2 above.
To verify, ping the XMI IP address provided with nova boot... command (step 2):

$ ping <XM -1 P-Provided- Duri ng- Nova- Boot >

If the ping is successful, ignore step 5.
5. Manually configure interface, if not already done.

This is an optional step.

@ Note

If the instance is already configured with an interface and successfully pinging
(step 4), then ignore this step to configure the interface manually.

a. Log in to the Horizon GU | as the DSR tenant user.
b. Go to the Compute/lnstances section.

c. Click the Name field of the newly created instance.
d. Select the Console tab.

e. Login as the admusr user.

f. Configure the network interfaces, conforming with the DSR Network to Device
Assignments defined in DSR Cloud Benchmarking Guide.

$ sudo net Adm add - -onboot =yes --devi ce=eth0 --address=<xm ip> --
net mask=<xm net mask>

$ sudo net Adm add --route=default --device=ethO --gateway=<xm gateway
i p>
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Verify network connectivity by pinging Gateway of XMI network.

$ ping —c3 <XM Gat eway>

Under some circumstances, it may be necessary to configure as many as 6 or more
interfaces.

6. Reboot the SOAM VM. It takes approximately 5 minutes for the VM to complete rebooting.

$ sudo init 6

The new VM should now be accessible through both network and Horizon consoles.
7. Verify network connectivity.

a. Access the SOAM1 VM console using OpenStack.

b. Log in as the admusr user.

c. Ping the NOAM1.

$ ping —c3 <IP Address in External Management Network>

Repeat above for the following VMs. Use unique labels for the VM names. Assign
addresses to all desired network interfaces:

MP(s)

« IPFE(s)

«  MP VSTP (For vSTP configuration) (Optional Components)
*  SOAM(s)

e Session SBRs, Binding SBR (Optional Components)
DR NOAMs (Optional Components)

3.3 Create DSR Guests (OVM-S/OVM-M)

Perform the following task to create DSR guests in OVM-S or OVM-M.

Prerequisites:
This procedure requires values for these variables:

e <OVM-M IP> = |P address to access a sh prompt on the OVM server
e <URL to OVA> = Link to a source for downloading the product image (.ova)

e <MyRepository name> = Name of the repository in the OVM to hold the product image
(.ova)

Running this procedure discovers and uses the values of these variables:
e <Virtual Appliance OVA ID>

e <OVA VM name_vm_vm>

e <OVM network id for (each subnet)>

e <OVM network name for (each subnet)>

This procedure imports the DSR image.

DSR Cloud Installation Guide
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1. Access command line of OVM.

Refer to Common OVM Manager Tasks (CLI) for setting up the platform.

a.

Get the site-specific values for these variables (overwrite example).
<OVM M | P> = 100. 64. 62. 221

Use the respective value for <OVM-M IP> into the command.

ssh -1 admn <O/MM I P> -p 10000

Example:

ssl -l admin 100.64.62.221 —p 10000

Alternatively, use a terminal emulation tool like putty.

Category: Basic options for your PUTTY session
¥ Session Specify the destination you want to connect to
Logging Host Name (or IP address) Port
¥ Terminal admin@ 100.64.62.22 10000
Keyboard Connection type:
gell Raw Telnet Rlogin @ SSH Serial
Features Load, save or delete a stored session
¥ wWindow Saved Sessions
Appearance Oracle VM Manager CLI
Behaviour
Transllat'on Default Settings Load
I
_ Oracle VM Manager CLI
Selection Save

2. In OVM-M CLI, import the VirtualAppliance/OVA.

a.

DSR Cloud Installation Guide
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Get the site-specific values for these variables (overwrite example).
<URL to OVA> =http://10. 240. 155. 70/ i so/ DSR/ 8. 6/ ova/
DSR-9.2.0.0.0-102. 16. 0. ova

<MyRepository name> = XLab Utility Repo0l

Use the respective values for <MyRepository name> and <URL to OVA> into the
command.

OVM> i mport Virtual Appliance Repository name=" <MyRepository name>’
url="<URL to OVA>"

Example:

OVM> i mport Virtual Appliance Repository name='XLab Utility Repo0Ol'
url =http://10.240.155. 70/i so/ DSR/ 8. 6/ ova/ DSR- 8. 6. 0. 0. 0_95. 14. 0. ova

Run the command and validate success.

Examine the screen results to find site-specific text for variables in these locations.
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Command:

i nportVirtual Appliance Repository nane='XLab Wility Repo0Ol'

url =http://10.240. 155. 70/ i so/ DSR/ 8. 6/ ova/ DSR- 9. 2. 0. 0. 0- 102. 16. 0. ova
Status: Success

Time: 2017-04-18 15:23:31, 044 EDT

Jobl d: 1492543363365

Dat a:

id: 1128alc6ce name: DSR-9.2.0.0.0-102.16.0.o0va

Use the respective values for values for these variables (overwrite example).
<Virtual Appliance OVA ID> = 1128alc6ce

3. In OVM-M CLlI, get the virtual appliance ID.

The virtual appliance OVA ID is used in later steps.

a.

Get the site-specific text for these variables (overwrite example).
<Virtual Appliance OVA ID> = 1128alc6ce

Use the respective values for <Virtual Appliance OVA ID> into the command.

OVM> show Virtual Appliance id=<Virtual Appliance OVA id>

Example:
OVM> show Virtual Appliance id=1128alc6ce

Run the command and validate success.

Examine the screen results to find site-specific text for variables in these locations.
Command:

show Virtual Appliance id=1128alc6ce

Status: Success

Time: 2017-04-18 15:23:53,534 EDT

Dat a:

Origin = http://10.240. 155. 70/ i so/ DSKR/ 8. 6/ ova/ DSR-9. 0. 2. 0. 0_95. 14. 0. ova
Reposi tory = 0004f b0000030000da5738315337bfc7 [XLab Utility RepoO1]
Virtual Appliance Vm1 = 11145510c0 vmvm [vn

Virtual Appliance Virtual Disk 1 = 11145510c0_di sk_di skl [diskl]

ld = 11145510c0 [DSR-9.2.0.0.0-102. 16. 0. ova]

Name = DSR-9.2.0.0.0-102. 16. 0. ova

Description = Inmport URL: http://10.240.155.70/iso/ DSR/ 8. 6/ oval/
DSR-9.2.0.0.0-102. 16. 0. ova

Locked = fal se

Use the respective values for these variables (overwrite example).
<OVA VM name_vm_vm> = 11145510c0_vm vm

4. In OVM-M CLI, determine the OVM network IDs (established during the platform
installation).

OVM> | i st Network

a.

b.

DSR Cloud Installation Guide
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Run the command and validate success.

Examine the screen results to find the find site-specific OVM values for each subnet:
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e <OVM network ID>
e <OVM network name>

c. Note the entire screen results. Refer to this data in later steps.

Command: |ist network

Status: Success

Time: 2017-04-19 18:51: 42,494 EDT

Data: id:10486554b5 name: XSI-7 (10.196.237.0/25)
i d: 10f 4d5744c name: XM - 11 (10. 75. 159. 0/ 25)

i d: 102e89a481 nane:|M Shared (169.254.9. 0/ 24)
i d: c0a80500 name: 192.168.5.0

i d: 10d8de6d9a name: XSI -6 (10.196. 236. 128/ 25)

i d: 10806a91fb name: XSI -8 (10.296. 237. 128/ 25)

i d: 10a7289add nare: Control DHCP

i d: 1053a604f0 name: XSI -5 (10. 196. 236. 0/ 25)

i d:10345112c9 name: XM - 10 (10. 75. 158. 128/ 25

d. Use the respective values for network ID variables (change the examples in this table
according to the values).

Table 3-1 Network ID Variables

OAM (XMI) [Local (IMI) |Signaling A |Signaling B | Signaling C | Replication |DIH Internal
(xsi1) (XsI12) (XSI3-16) (SBR Rep)
<OVM network XMI-10 IMI Shared | XSI-5 XSI-6 XSI-7 DIH Internal | XMI-10
name>
<OVM network 10345112c¢9 | 102e89a481 | 1053a604f0 |10d8de6d9a 10486554b5 | 10775cf4e5
ID>

3.4 Configure Virtual Machines (OVM-S/OVM-M)

This procedure creates virtual machines. Repeat this procedure for each DSR VM guest that
needs to be created.

Prerequisites:
This procedure requires values for these variables:

¢ <OVA VM name_vm_vm>

* <ServerPool name>

*  <VM name>

*  <OVM network ID for XMI>

*  <OVM network ID for IMI>

e <OVM network ID for XSI#> where # is a numeric from 1-16, for the signaling networks
*  <OVM network ID for Replication XSI#>
* <URL for OVM GUI>

e <VMIP in XMI> from the NAPD

e <Gateway for XMI> from the NAPD

*  <NetMask for XMI> from the NAPD

DSR Cloud Installation Guide
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Running this procedure discovers and uses the values of these variables:
e <VMID>

<vCPUs Production>

e <VNIC1ID>

e <interface name> defined in DSR Cloud Benchmarking Guide

1. In OVM-M CLI, create a VM for each guest from the VM in the OVA virtual appliance.

a. Get the site-specific text for these variables (overwrite example).
<OVA VM name_vm_vm> = 11145510c0_vm_vm

b. Use the respective values for <OVA VM name> in the command.

OVM> creat eVnFronVi rt ual Appl i anceVm Vi rt ual Appl i anceVm nane=<OvVA VM
nane>

Example:

OVM> creat eVinFr onVi rt ual Appl i anceVm Vi rt ual Appl i anceVm
nanme=11145510c0_vm vm

c. Run the command and validate success.

d. Examine the screen results to find site-specific text for variables in these locations.

creat eVnFronVi rt ual Appl i anceVm Vi rt ual Appl i anceVm name=11145510c0_vm vm

Status: Success

Time: 2017-04-18 16:02:09, 141 EDT
Jobl d: 1492545641976

Dat a:

i d: 0004f b00000600004a0e02bdf 9f c1bcd
nane: DSR-9.2.0.0.0-102.16.0.0ova_vm

e. Use the respective values for these variables (overwrite example).
<VM ID> = 0004fb00000600004a0e02hdf9fclbcd

2. In OVM-M CLI, add the VM to the server pool.

a. Get the site-specific text for these variables (overwrite example).
<VM ID> = 0004fb00000600004a0e02hdf9fclbcd

<ServerPool name> = XLab Pool 01

b. Use the respective values for <VM ID> and <ServerPool name> in the command.

O/M> add Vmid=<VMid> to ServerPool nane="<ServerPool name>"

Example:

OVM> add Vm i d=0004f b00000600004a0e02bdf 9f clbcd to Server Pool
name="XLab Pool 01"

c. Runthe command and validate success.

add Vm i d=0004f b0000060000beb93da703830d3c to Server Pool nane="XLab
Pool 01"

DSR Cloud Installation Guide
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Status: Success
Time: 2017-04-19 21:05:10, 950 EDT
Jobl d: 1492650310802

® Note

Refer to Server Pool for more information.

3. In OVM-M CLlI, edit VM to apply required profile or resources.

a. Get the site-specific text for these variables (overwrite example).
<VM ID> = 0004fb00000600004a0e02bdf9fclbcd

<VM name > = na-noam-na-2a
<vCPUs Production> =4

b. Referto DSR Cloud Benchmarking Guide for recommended resource.

Table 3-2 Recommended Resource
R

VM Name VvCPUs Lab RAM (GB) Lab |vCPUs RAM (GB) Storage (GB)
Production Production Lab and
Production
Type of guest host # # # # 3

c. Use the respective values for <VM ID>, <VM name>, and <vCPUs Production> into
the command.

OV edit Vmid=<VM id> nane=<VM name> menory=6144 menoryLi m t=6144
cpuCount Li m t =<vCPUs Production> cpuCount =<vCPUs Producti on>
domai nType=XEN_HVM descri pti on="<VM nane>"

Example:

OVM> edit Vm i d=0004f b00000600004a0e02bdf 9f c1bcd name=na- noam na- 2a
menor y=6144 nenoryLi nit=6144 cpuCount Li nmi t=4 cpuCount =4
domai nType=XEN_HVM descri pti on="na- noam na- 2a"

d. Run the command and validate success.

edit Vm i d=0004f b00000600004a0e02hdf 9f clbcd name=na- noam na- 2a
menor y=6144 menoryLi m t =6144 cpuCount Li m t =4 cpuCount =4

donai nType=XEN_HVM descri pti on="na- noam na- 2a"

Status: Success

Time: 2017-04-18 17:55: 25, 645 EDT

Jobl d: 1492552525477

Now, the VM has a name and resources.
4. In OVM-M CLI, determine VNIC ID.

a. Get the site-specific text for these variables (overwrite example).
<VM name> = na-noam-na-2a
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Use the respective value for <VM name> into the command.

OVM> show Vm name=<VM nane>

Example:
OVM> show Vm name=na- noam na- 2a

Run the command and validate success.

Examine the screen results to find site-specific text for variables in these locations.

Status = Stopped

Mermory (MB) = 6144

Max. Menory (MB) = 6144

Processors = 4

Max. Processors = 4

Priority = 50

Processor Cap = 100

High Availability = No

Operating System= Oracle Linux 6

Muse Type = PS2 Muse

Domai n Type = Xen HVM

Keymap = en-us

Start Policy = Use Pool Policy

Oigin = http://10.240. 155. 70/ i so/ DSR/ 9. 0/ ova/ DSR-9. 2. 0. 0. 0- 102. 16. 0. ova
Disk Limt =4

Huge Pages Enabled = No

Config File Absolute Path = 192.168.5.5:/storage/ ovnD1l/ repository/
Vi rt ual Machi nes/ 0004f b00000600004a0e02bdf 9f c1bcd/ vim cf g

Config File Mounted Path = / OVS/ Repositories/

0004f b0000030000da5738315337bf c7/ Vi rt ual Machi nes/

0004f b00000600004a0e02bdf 9f c1bcd/ vm cf g

Server Pool = 0004f b00000200009148c8926d307f05 [XLab Pool 01]
Reposi tory = 0004f b0000030000da5738315337bfc7 [XLab Utility Repo01]
Vnic 1 = 0004f b0000070000091elab5ae291d8a [ Tenpl ate Vnic]

VmDi skMappi ng 1 = 0004f b0000130000a1996¢c6074d40563 [ Mappi ng for disk
I d (79def 426328a4127b5bf 9f 7ae53d3f 48. i ng) |

VmDi skMappi ng 2 = 0004f b00001300002db3d4b67al43ab5 [ Mapping for disk
Id (EMPTY_CDROM ]

Restart Action On Crash = Restart

Id = 0004f b00000600004a0e02bdf 9f clbcd [ na- noam na- 2a]

Nane = na- noam na- 2a

Description = na-noam na-2a

Locked = fal se

Deprecat edAttrs = [Huge Pages Enabl ed (Deprecated for PV guest)]

Use the respective values for these variables (overwrite example).
<Vnic 1 ID> = 0004fb0000070000091elab5ae291d8a

Determine network interfaces for the type of guest host.

Refer to DSR Cloud Benchmarking Guide to learn which network interfaces need to be
configured for each guest type. The following table provides details about the type of guest
host:
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Table 3-3 Network Interfaces
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OAM (XMI) | Local (IMI) |Sig A (XSI1) | Sig B (XSI2) | Sig C Rep (SBR) | DIH Internal
(XSI3-16)
Type of guest host | eth# eth# eth# eth# eth# eth# eth#
@ Note

The VNICs need to be created in the correct order so the interfaces are
associated with the correct network.

6. In OVM-M CLI, attach XMI VNIC (if required by guest host type).

a.

Get the site-specific text for these variables (overwrite example).
<VNIC 1 ID> = 0004fb0000070000091elab5ae291d8a

<OVM network ID for XMI> = 10345112c9
Use the respective values for <VNIC 1 ID> and <OVM network ID for XMI> into the
command.

OVM> add Vnic ID=<Vnic 1 ID> to Network nane=<OVM network |ID for XM >

Example:

OVM> add Vni c | D=0004f b0000070000091elab5ae291d8a t o Network
nanme=10345112c9

Run the following command and validate success.

add Vnic id=0004f b0000070000091elab5ae291d8a to Network nane=10345112c9
Status: Success

Time: 2017-04-19 19:08:59, 496 EDT

Jobl d: 1492643339327

7. In OVM-M CLI, create and attach IMI VNIC (if required by guest host type).

a.

Get the site-specific text for these variables (overwrite example).
<VM name> = na-noam-na-2a

<OVM network ID for IMI> = 102e89a481

Use the respective values for <OVM network ID for IMI> and <VM name> into the
command.

OVM> create Vnic network=<OVM network ID for | M> name=<VM nane>-1M on
VM nanme=<VM nane>

Example:

OVM> create Vnic network=102e89a481 nane=na-noamna-2a-1M on Vm
nanme=na- hoam na- 2a

Run the command and validate success.

September 30, 2025
Page 18 of 39



ORACLE

DSR Cloud Installation Guide

G43630-01

Chapter 3
Configure Virtual Machines (OVM-S/OVM-M)

Command:

create Vnic network=102e89a481 name=na-noam na-2a-IM on Vm nane=na-
noam na- 2a

Status: Success

Time: 2017-04-19 21:21:57,363 EDT

Jobld: 1492651317194

Dat a:

i d: 0004f b00000700004f 16dc3bf e0750a7

name: na- noam na- 2a- 1 M

8. In OVM-M CLI, create and attach XSI VNIC(s) (if required by guest host type).

C.

@® Note

Repeat this step if the VM has multiple signaling networks, specifying the number
of the network.

Get the site-specific text for these variables (overwrite example).
<VM name> = hosthame

<OVM network ID for XSI#> = 1053a604f0

<#> = the number of the XSI network [1-16]

Use the respective values for <OVM network ID for XSI#> and <VM name> into the
command.

OUM> create Vnic network=<O/M network id for XSI#> name=<VM nane>-
XSI <#> on Vm name=<VM nane>

Example:

OVM> create Vnic network=1053a604f 0 name=host name-XSI'1 on Vm
nanme=host nane

Run the command and validate success.

9. In OVM-M CLI, create and attach replication VNIC (if required by guest host type).

a.

Get the site-specific text for these variables (overwrite example).
<VM name> = hostname

<OVM network ID for Replication XSI#> = 10486554b5

<OVM network name for Replication XSl#> = XSI7

<#> = the number of the XSI Replication network [1-16]

Use the respective values for <OVM network ID for Replication XSI#>, <OVM network
name for Replication XSl#>, and <VM name> into the command.

OVM> create Vnic network=<OVM network id for Replication XSI#> nane=<VM
nane>- <OVM network nane for Replication XSI#> on Vm nane=<VM name>
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Example:

OVM> create Vnic network=10486554b5 name= host nane- XSl 7 on Vm
name=host nane

Run the command and validate success.

10. In OVM-M CLlI, start VM.

a.

Get the site-specific text for these variables (overwrite example).
<VM nanme> = na- noam na- 2a
Use the respective values for <VM name> into the command.

O start Vm nane=<VM nane>

Example:

OVM> start Vm name=na- noant na- 2a

Run the command and validate success.
Command:

start Vm nanme=na- noam na- 2a
Status: Success

Tinme: 2017-04-19 19:29: 35, 376 EDT
Jobl d: 1492644568558

11. In OVM-M GUI, configure the XMI network interface for this VM.

a.

Get the site-specific text for these variables (overwrite example).
<URL for OVM GUI> =https://100. 64. 62. 221: 7002/ ovm consol e/ f aces/ r esour ce/
resour ceVi ew. j spx

<interface name> = from the table in DSR Cloud Benchmarking Guide

<VM IP in XMI> = from the NAPD

<Gateway for XMI> = from the NAPD

<NetMask for XMI> = from the NAPD

Access the CLI of the console for the VM.

Log into the OVM-M GUI by typing the <URL for OVM GUI> into a browser.
i. Navigate to the Servers and VMs tab.

ii. Expand and select the <ServerPool name>.

iii. From the Perspective list, select Virtual Machines.

iv. Select the <VM name> from the rows listed, and click the Launch Console icon.
v. In the Console window, log into the VM as the admusr.

Use the respective values for <interface name>, <VM IP in XMI>, <Gateway for XMI>,
and <NetMask for XMI> into the commands.
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XMI:

$ sudo net Adm set --onboot=yes --device=<interface nane> --address=<VM
[P in XM> --netmask=<Net Mask for XM >

$ sudo net Adm add --route=default --device=<interface nane> --

gat eway=<Gat eway for XM >

Example:

$ sudo net Adm set --onboot=yes --device=ethO --address=10.75. 158. 189 --
net mask=255. 255. 255. 128

Example:

$ sudo net Adm add --route=default --device=ethO --gateway=10.75.158. 129

e. Runthe command and validate success.

f.  Verify network connectivity by pinging Gateway of network.
$ ping —c3 <Gateway for XM >
g. Reboot the VM. It takes approximately 5 minutes for the VM to complete rebooting.

$ sudo init 6

The new VM should now be accessible through both network and console.

3.5 DSR Installation of OL8 and KVM on X9

DSR Installation on OL8 and KVM includes the following procedures:

¢ Install DSR on Oracle Linux/KVM
e Create and install OCDSR VMs through KVM GUI

® Note

If using a hardware in remote LAB then use a remote windows machine to install
Linux. Ensure that OL8 ISO is also located locally in remote windows machine.

3.5.1 Install DSR on Oracle Linux/KVM

This procedure installs DSR configuration on Oracle Linux OS with direct KVM as hypervisor.
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@® Note

» This installation procedure only applies when installing DSR on Oracle Linux OS
via direct KVM.

* For the Oracle Linux OS, Oracle Linux 8.x release is used and verified OK.
*  The snapshot used for this procedure has been taken from HP Gen-10 Blade.

*  This procedure can be run on any flavor of blade that requires DSR installation on
OL8.x and KVM.

Prerequisites:
All the respective infrastructures has to be up and running.

Perform the following steps on each blade:

1.

2.

Mount virtual media contains Oracle Linux OS software.

Follow steps defined in Mounting Virtual Media on Blade:

e Open the ILO.

e Attach the OEL 8.x ISO in ILOs virtual drives->Image File CD/DVD ROM.
To mount the Oracle Linux OS software 1SO from ILO GUI:

* Navigate to Virtual drives, and then Menu.

e Click on Image File, then select image from folder.

iLO Integrated Remote Console - Server: hostnamebb6ccae857233 | iLO: ILOUSE318367N | Enclosure: OA-B4B52F618

Power Switch | Virtual Drives | Keyboard Help

L Folder

LJ Image File Removable Media
|| &« URL Removable Media
¥| = Image File CD-ROM/DVD
L 5. URL )

Reboot host, log in to Blade Server ILo GUI browser page and launch remote console.

To reboot host:
Click Power Switch and select Reset from the dropdown menu.

iLO Integrated Remote Console - Server: hostnamebbccae857233 |iLO: ILOUSE318367N | Enclosure: OA-B4B52F618...
Power Switch | Virtual Drives Keyboard Help

Ll) Momentary Press
(3 Pressand Hold
@ Cold Boot

Reset

The remote console window displays that the host is rebooting.
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m iLO Integrated Remote Console - Server: hostname05a%9caaf8405 | iLO: ILOUSE318367R | Enclosure: OA-B4B52F618...

Power Switch  Virtual Drives Keyboard Help

ProLiant Sustem BIODS [31 )
opyright 1982, 2013 Hewlett-Packard Development Company, L.P.
system initialization, please wait...

Processor Initialization

Wait for a couple of minutes for reboot to complete.
3. Initiate Oracle Linux Platform installation.

Once reboot completes, the host boots with Oracle Linux installation ISO and the GUI
screen prompts for the installation options.

m iLO Integrated Remaote Console - Server: IPFEOZ | ILO: ILOUSEZ18367M | Enclosure: OA-BABS2FR18498 | Bay: 3 —

Power Switch  Virtual Drives Keyboard Help

ORACLE

Install Oracle Linux 7.7
Test this media & install Oracle Linux 7.7

Troubleshooting

Oracle Linux

Select Install Oracle Linux 7.x to continue.

4. Choose Oracle Linux OS language.
a. When prompted, select English as Oracle Linux OS language.
b. Press Continue to go to next step.

5. Set up time zone.

The next page INSTALLATION SUMMARY displays the required information to start
installation.
Navigate to Localization, and then DATE & TIME.
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« Pick a time zone by selecting a region and city from the drop-down lists, or by clicking
a location on the map.

e Choose a country and city that are in the same time zone as your system.

You need to specify a time zone even if you intend to use the Network Time Protocol (NTP)
to set the time on the system. Before you can enable NTP, ensure that the system is
connected to a network by selecting the Network & Hostname option on the
INSTALLATION SUMMARY screen.

To enable NTP:
e Switch ON the Network Time.

*  Click Settings button to display a dialog where you can configure the NTP servers
used by the system.

To set the date and time manually:
e Switch OFF the Network Time
e Adjust the date and time at the bottom of the screen if needed.

Click Done to save your configuration and return to the INSTALLATION SUMMARY
screen.

Setup installation base environment.

Click SOFTWARE SELECTION options in the SOFTWARE area. Select Server with GUI
from the Base Environment area, and ensure that the following add-ons are selected:

e Virtualization Client
e Virtualization Hypervisor
e Virtualization Tools

e Compatibility Libraries

m iLO Integrated Remote Console - Server: IPFEO2 | iLOx: ILOUSEI1B367M | Enclosure: OA-BABS2F618498 | Bay: 3 - O X
Power Switch  Virtual Drives  Keyboard Help

Base Enwironment Add-Ons for Selected Environment
Minkmal Install Tools for accessing mantrame computing resources
Basic functionaity MariaDB Databaie Server
Infrastructure Server The MarlaDB SOL dtshane server, and sssockited po kages
Server for operating network infrastnectue services Netwaork File System Client
File and Print Server Enabies. the system to attach to network storage
File, print, and storage sevver for enterprises Performance Tools
Baskc Web Server Tools for dagnowing system and apphcation-level performance problems
Server for serving static and dynamic internet content PostgreSQL Database Server
Virtualization Host The PostgreSOL SOL database server. and associated pachages
Minemal wrtualization host Print Server
O Server with GUI Allows the System Lo act a5 & print server
Server for operating network infrastructure services, with a GUIL Remote Management for Lini
Remote management interface for Oracle Linue, including Opent MI and
SN

 Virtualization Client
Chents for instaling and managing witualization Nstances.
+ Virtualization -
Smallest possible witualzation host installation
+ Vintualization Tools
Tools for offline virtual image management
(5 Compatibility Libraries
Compatibiity bbrares (or applbeations built on previous wersom of Oracle
L.
Development Tools
A bl development emaironment
Security Tools
Security tooks for integrity and trust verfication

Utiditres ineful in system administrston

1024 x 768 | [F]o] SJRE GO0
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Click Done to save the changes and go back to the main configuration page.
Set up installation destination.

Click INSTALLATION DESTINATION in the SYSTEM area.

e Select 'sda’ (or 'sdb") to use

* Check Automatically configure partitioning

*  Click Done to continue

Review all the information and click Begin Installation.

® Note

Network configuration is not mandatory at this point and can be performed after
Oracle Linux OS is installed.

Create login credentials.

At the same time Oracle Linux installation software lays down files into Gen 10 local hard
disk, you may configure root credential or any other login credentials as per the
requirement.

Reboot host after installation completed.

Wait for the installation to complete, until the following screen appears.

m iLO Integrated Remote Console - Server: IPFEDZ | iLO: ILOUSE318367M | Enclosure: OA-B4B52F618496 | Bay: 3 L Y

Power Switch  Virtual Drives Keyboard Help

ORACLE CONFIGURATION ORACLE LINUX 7.7 INSTALLATION
[T e Haip
»

1024 x 768 Mufr|e u RC4 o0

Click Reboot button to reboot.
Read and Accept license agreement.

Check I accept the license agreement and click Finish Configuration to continue.
Skip when prompted for ULN settings.

12. Verify kernel version and KVM version.
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13.

Open SSH console window and check following:

! administrator@locathost: /home/administrator - o x

¢ File Edit View Search Terminal Help

l[admlnlstrator@localhost -]$% lvsdisplay

bash: lvsdisplay: command not found...
[administrator@localhost ~]$ su

Password:

[root@localhost administrator]# lvsdisplay
bash: lvsdisplay: command not found...
[root@localhost administrator]# virt-manager
[root@localhost administrator]# uname -a
Linux localhost.localdomain 4.14.35-19682.3.2.el7uek.x86 64 #2 SMP Tue Jul 30 03:
59:02 GMT 2019 x86 64 x86 64 x86 64 GNU/Linux
[root@Plocalhost administrator|# virsh version
Compiled against Llibrary: Llibvirt 4.5.0
Using library: Llibvirt 4.5.0

Using API: QEMU 4.5.0

’Runnlng hypervisor: QEMU 1.5.3

ltroot@localhost administrator]# f§
| ]

Change network interface name pattern to et hx.

Edit/ et ¢/ def aul t/ gr ub to append 'net.ifnames=0" with option
GRUB_CMDLINE_LINUX:

[root @ocal host ~]# cat /etc/default/grub

GRUB TIMEOUT=5
GRUB DISTRIBUTOR="%$(sed 's, release .*$,,g' /etc/system-release)"

GRUB DEFAULT=saved

GRUB DISABLE SUBMENU=true

GRUB_TERMINAL OUTPUT="console”

GRUB_CMDLINE LINUX="crashkernel=auto rd.lvm.lv=ol/root rd.lvm.lv=o0l/swap rhgb
iet net.ifnames=0"

GRUB DISABLE RECOVERY="true"

Recreate the grub2 config file by running:

grub2-mkconfig -o /boot/grub2/grub.cfg

Restart host and verify that the network interfaces have ethx name pattern, by running:

shut down -r

14. Create bondO device.

a. Create device bondO configuration file:

vim /etc/sysconfigl/network-scripts/ifcfg-bond0
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b

C.

d.

[root@DSR-Genl0-0l7 ~]# vim /etc/sysconfig/network-scripts/ifcfg-bondl(
DEVICE=bond0

TYPE=Bonding

BOND INTERFACES=eth0,ethl

ONBOOT=yes

NM_CONTROLLED=no

BOOTPROTO=none

BONDING_OPTS="mode=active-backup primary=eth0 miimon=100"

Save the file and exit.

Create device ethO configuration file.

vim/etc/sysconfig/network-scripts/ifcfg-eth0

[root@DSR-Genl0-017 ~]#'vim7/etc/sysconfig/network—scripts/ifcfg—eth
DEVICE=eth0

TYPE=Ethernet

ONBOQOT=yes

NM_CONTROLLED=no

BOOTPROTO=none

MASTER=bond0

SLAVE=yes

Save the file and exit.

Create device ethl configuration file.

vim/etc/sysconfig/network-scripts/ifcfg-ethl

[root@DSR-Genl0-0l7 ~]# vim /etc/sysconfig/network-scripts/ifcfg-ethl
DEVICE=ethl

TYPE=Ethernet

ONBOOT=yes

NM CONTROLLED=no

BOOTPROTO=none

MASTER=bond0

SLAVE=yes

Save the file and exit.

Bring up devices into services.

[root@DSR-Genl0-017 ~]# ifup ethO

[root@DSR-Genl0-0l17 ~]# ifup ethl

[root@DSR-Genl0-0l1l7 ~]1# ifup bond0
[root@DSR-Genl0-0l17 ~]# _

15. Create IMI bridge.

a. Create bond0. <i m _vl an> configuration file.

vim/etc/sysconfig/network-scripts/ifcfg-bond0.<im _vlan>
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DEVICE=eth0
TYPE=Ethernet
ONBOOT=yes
NM_CONTROLLED=no
BOOTPROTO=none
MASTER=bond0
SLAVE=yes

Create imi device configuration file.

vim/etc/sysconfig/network-scripts/ifcfg-ini

[root@DSR-Genl0-0l7 ~]# vim /etc/sysconfig/network-scripts/ifcfg-imi
DEVICE=imi

TYPE=Bridge

ONBOOT=yes

NM_CONTROLLED=no

BOOTPROTO=none

BRIDGE INTERFACES=bond0.4

Bring up devices into services.

[root@DSR-Genl0-0l7 ~]# ifup bond0.4
[root@DSR-Genl0-0l7 ~]# ifup imi
[root@DSR-Genl0-0l7 ~]#

16. Create XMI bridge.

a.

Create bond0. <xmi _vl an> configuration file.
vim/etc/sysconfig/network-scripts/ifcfg-bond0.<xm _vlan>
Create xmi device configuration file.
vim/etc/sysconfig/network-scripts/ifcfg-xni

Set default route for xmi network.

vim/etc/sysconfig/network-scripts/route-xnm default via <xnm _gateway>
table main

Bring up the devices into service.

[root@DSR-Genl0-0l17 ~]# ifup bond0.3
[root@DSR-Genl0-017 ~]# ifup imi
[root@DSR-Genl0-0l1l7 ~]#

17. Create bond1 device.
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a. Create device bond1 configuration file:
vim/etc/sysconfig/network-scripts/ifcfg-bondl
b. Create device eth2 configuration file.
vim /etc/sysconfig/network-scripts/ifcfg-eth2
c. Create device eth3 configuration file.
vim/etc/sysconfig/network-scripts/ifcfg-eth3

d. Bring up devices into services.

[root@DSR-Genl0-0l17 ~]# ifup eth2
[root@DSR-GenlO-0l7 ~]# ifup eth3
[root@DSR-Genl0-017 ~]# ifup bondl
[root@DSR-Genl0-0l7 ~1#

18. Create xsil/xsi2 bridge.

a. Create device bondl. <xsi 1_vl an> configuration file.
vim/etc/sysconfig/network-scripts/ifcfg-bondl. <xsil vlan>
b. Create device xsil configuration file.
vim /etc/sysconfig/network-scripts/ifcfg-xsil

c. Bring up devices into services.

[root@DSR-Genl0-0l17 ~]# ifui:) xsil
[root@DSR-Genl0-017 ~]# ifup bondl.5

@® Note

Perform similar step to create network devices for xsi2.

19. Set host name.

a. Rename host by modifying / et ¢/ host nane file.

[root@localhost ~]# cat /etc/hostname
DSR-Genle-o0l17
[root@localhost ~]#

b. Review host name change with following command.
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[robt@localhost ~]# hostnamectl status

Static hostname:
Icon name:
Chassis:

Machine ID:

Boot ID:
Operating System:
CPE 0S Name:
Kernel:
Architecture:

DSR-Genle-0l7

computer-server

server
0febl15c7d858467995a403846¢cc779c4
3538d11fb3004079b1164ca646b924a7
Oracle Linux Server 7.7
cpe:/o:oracle:linux:7:7:server

Linux 4.14.35-1902.3.2.el7uek.x86 64
x86-64

[root@localhost ~]#

20. Set NTP service.

a. Modify / et ¢/ chrony. conf, comment out all server * entries and append your NTP
server P to the list with prepending 'server ' text:

# Use public servers from the pool.ntp.org project.
# Please consider joining the pool (http://www.pool.ntp.org/join.html).
#server 0.pool.ntp.org iburst
#server l.pool.ntp.org iburst
#server 2.pool.ntp.org iburst
#server 3.pool.ntp.org iburst

server 10.250.32.10

b. Force ntp to sync with newly added server:
e $ ntpdate 10.250.32.10

e $ tinedatectl

e $ chronyc tracking

c. Verify time synced.

[root@localhost ~]# chronyc tracking

Reference ID
Stratum

Ref time (UTC)
System time

Last offset

RMS offset
Frequency
Residual freq
Skew -
Root delay

Root dispersion
Update interval
Leap status :

OAFA200A (1©.250.32.10)
4

Tue Mar 17 17:53:37 2020
0.000019021 seconds fast of NTP time
+0.000024270 seconds
0.000036262 seconds
0.478 ppm slow

+0.022 ppm

0.381 ppm

0.037895955 seconds
0.052380055 seconds

64.8 seconds

Normal

[root@localhost ~]# [

21. Create / hone/ ova directory.
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[root@DSR-Genl®-0l17 ~]# mkdir /home/ova/
[root@DSR-Genl®-0l7 ~]# cd /home/ova/
[root@DSR-Genlo-0l7 oval# _

22. Transfer OVA file dir using sftp tool.

[root@DSR-Genl@-0l17 oval# 11
total 36911960
~rw-r--r--. 1 root root 1653708800 Mar 14 16:02 DSR-8.4.0.0.0 84.17.0.0va

23. Untar the ova file.

[root@DSR-Genl®-017 oval# tar xvf DSR-8.4.0.0.0 84.17.0.0va
DSR-84 17 0.ovf

DSR-84 17 0.mf

DSR-84 17 0.vmdk

[root@DSR-Genl®-0l7 oval#

24. Convert the vmdk file to gcow?2 file.

[root@DSR-Genl0-0l7 oval# gemu-img convert -0 qcow2 DSR-84 17 ©.vmdk DSRNO-84 17 0.qcow2
[root@DSR-Gen10-017 oval# |]

25. Copy the gcow? files for SO and MP.

[root@DSR-Genl0-0l7 oval# cp DSRNO-84 17 0.qcow2 DSRS0-84 17 0.qcow2
[root@DSR-Genl®-0l7 oval# cp DSRNO-84 17 8.qcow2 DSRMP-84 17 0.qcow2

26. Configure storage for corresponding qcow? files as per VMs.

a. To set the storage for each VM, then run:
genu-ing resize <NO qcow2_fil ename>. qcow2 <storage_ in_gi gabytes>G
b. Runthe command for a VM if storage required is >60G. No need to run this command

if the storage required is 60G.
For example: If resource profile is 2K Sh and VM is NOAMP, whereas the storage

required is 70G, then run:

genu-imnmg resize DSRNO-84_17_0.qcow2 70G

For multiqueue setting refer to Multigueue on IPFE (KVM). For Ring buffer, refer Ring
Buffer and txqueuelen Configuration (KVM) OL8.9.

27. Set the txqueue length for the ether-net adapter to a high value on the host machine.
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Add below script to the above created file / sbi n/i f up- | ocal

[ root @SR- Gen10-ol 7 ova] # vi m/sbin/ifup-Ilocal

ifconfig ethO txqueuel en 120000
ifconfig ethl txqueuel en 120000
ifconfig eth2 txqueuel en 120000
ifconfig eth3 txqueuel en 120000

Verify txqueue length for the ether-net adapter to a high value on the host machine that is
added on all interfaces.

[ root @SR- Gen10-o0l 7 ova] # ifconfig <ethernet adapter>

Verify same for ethl, eth2, and eth3
Restart all ethernet adapters eth0, ethl, eth2, and eth3, one at a time.

[ root @SR- Gen10-o0l 7 ova] # ifdown <ethernet adapter>
[root @SR- Gen10-o0l 7 ova] # ifup <ethernet adapter>

Reboot the host machine.
[ root @SR- Genl0-ol 7 ova] # reboot
Verify below points on host machinering buffer sizes are set to max on all the ether-net

devices txqueue length for all the ether-net adapter to a high value.

Verify that the following configurations on host machine persist as per the configuration
done above:

* If you have performed Multigueue configuration on IPFE using Multigueue on IPFE
(KVM), verify the configuration as mentioned the appendix.

* Ring buffer size setting to max on all the ether-net devices using Step 26.
e The txqueue length for all the ether-net adapter to a high value using Step 17.
Create OCDSR VMs. Repeat this step for each VM.

To create OCDSR VMs such as NO, SO, MP, IPFE and so on, see Create and Install DSR
VMs through KVM GUI. Repeat this procedure for each VM.

Add the network device.

Login to each VM created and add the network devices:
NO:

* netAdm add —device=ethO

* netAdm add —device=ethl

SO:

* netAdm add —device=ethO

* netAdm add —device=ethl

MP:

* netAdm add —device=ethO
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* netAdm add —device=ethl

* netAdm add —device=eth2

* netAdm add —device=eth3

For example:
[rootPhostnamef3975b818b56 ~1# netAdm add
ERROR: Interface ethB already exis

ERROR: Configuration of ethB failed
[rootPBhostnamef 3975h8180b56 It netAdm add

Interface ethl added
[rootPhostnamef 3975b818b56 I netAdm add
Interface ethZ added
[rootPhostnamef 3975b818b56 I netndm add
Interface eth3 added

® Note
+ ethOis XMl
« ethlisIMI
+ eth2is XSI1
e eth3is XSI2 (create eth3 if XSI2 is required)

34. Configure XMI network address.
Set XMI network address for each DSR VM:

net Adm set --device=ethQ --onboot=yes --netnask=<XM _net mask> --
addr ess=<XM _net wor k_addr ess>

net Adm add --device=ethQ --route=default --gateway=<XM _gat eway>

For example:

[rootPhostnamef3975bB18bS6 ~1# netAdm set onboot=yes device=eth8 netmask=2
55.255.255.1¢ address=18.75.193.195
Interface etl updated

[rootPhostnamef 3975bB818Bb5S6 ~ I netAdm add device=eth8 route=default gatewa
y=10.75.193.129

Route to ethB added

[rootBhostnamef3975bB18BbS6 18

35. Configure NTP service.
a. Configure NTP service for each VM. Run this step on VM.

b. Openthe/etc/ ntp.conf file and add the NTP servers used in your environment.
You can add multiple NTP servers, similar to the examples shown below:
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c. Run the service ntpd start command to start the NTP service and implement the
configuration changes.

d.

3.5.2 Create and Install DSR VMs through KVM GUI

This procedure installs DSR VMs NO, SO, and MP using KVM GUI.

® Note
This installation procedure is only applicable for each VM: NO, SO, MP and so on.

Prerequisites:
Installing DSR on OL8 and KVM procedure must be completed.

1. Log in to the host machine which has Oracle Linux installed and open the Virtual Machine
Manager through CLI, by running:

vi rt-manager

@ Note

Ensure X11 forwarding is enabled before running virt-manager command on CLI.
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2 Applications Places  Virtual Machine Manager

Virtual Machine Manager = o x
File Edit View Help
Add Connection... ~ -
New Virtual Machine v | CPU usace
Close
Quit

2. Create a new Virtual Machine using the Virtual Manager GUI.
a. Click File, and then New Virtual Machine.

b. Select Import existing disk image.

New VM x

m Create a new virtual machine

Connection: QEMU/KVM

Choose how you would like to install the operating system

_ Local install media (ISO image or CDROM)
) Network Install (HTTP, FTP, or NFS)
) Network Boot (PXE)

e Import existing disk image

Cancel Back Forward

3. Select the gcow2 image by browsing the location / hone/ ova and click Forward.

® Note
Refer to Installing DSR on OL8 and KVM
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New VM x

m Create a new virtual machine

Provide the existing storage path:

/home/ova/DSRNO_00-84_17_0.qcow2 Browse...

Choose an operating system type and version

OS type: Generic -

Version: = Generic -

Cancel Back Forward

4. Select RAM and vCPUs for VM.

For each VM, select the RAM and vCPUs as per the required resource profile. Then, click
Forward.

New VM x

m Create a new virtual machine

Choose Memory and CPU settings
Memory (RAM): 16384 - | P

Up to 128680 MIB available on the host
CPUs: | 4 +

Up to 32 available

Cancel Back Forward
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5. Verify and customize VM.
a. Update the VM name and select Customize configuration before install.

b. Under Network selection, select XMl bridge and click Finish.

New VM x

m Create a new virtual machine

Ready to begin the installation
Name: DSRNO_00

OS: Generic
Install: Import existing OS image
Memory: 16384 MiB
CPUs: 4
Storage: ..ome/ova/DSRNOO0_0-84_17_0.qcow2

+ Customize configuration before install

» Network selection

Cancel Back Finish

6. Modify the Device model to virtio for XMl bridge.
7. Customize the network configuration.
a. On the next screen, click Add Hardware
b. Select as following:
e Under Network source, choose the IMI Bridge.
e For NO and SO, choose IMI bridge only.
e For MP, add XSI1, along with IMI by repeating this step.
c. Click Finish.
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@ Note

Only for MP, we need to add XSI1 & XSI2 bridge as well.
For XSI1 bridge:

Add New Virtual Hardware x

M Controller

=’ Network Network source:  Bridge xsil: Host device vnet6  ~

W Input
MAC address: v 52:54:00:9b:6a:e3
®  Graphics
B Sound Device model: virtio -
<& Serial

For XSI2 bridge:

Add New Virtual Hardware *®
W Controller
m Network source:  Bridge xsi2: Host device bond1.6
& Input
MAC address: ~ 52:54:00:26:95:44
B Graphics
™ Sound Device model virtio -
=g Serial
® Note

e For DSR Topology it is recommended to add all interfaces on each VM, even
when the VM does not require that interface or does not use a VLAN.

e Itisjust to use a standard when the topology is created from NOAM GUI.

Table 3-4 DSR VMs
- |

DSR VMs

XMI ethO
IMI ethl
XSlI1 eth2
XSI2 eth3

Add all interfaces as needed. After adding the other networks, you will see the NICs
appear.
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® Note
e After adding all bridges, verify and begin the VM installation.

* To disable the TSO GSO features for SBR server, see Disabling TSO GSO
features for SBR server.
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Software Installation Using HEAT Templates
(OpenStack)

4.1 Prepare OpenStack Template and Environment Files

This procedure gathers required templates and environment files to provide while deploying
NOAM or signaling stacks.

Prerequisites
All the respective infrastructures has to be up and running.

1.
2.

Log in to the Oracle Document Repository.

Select the respective DSR release folder.

Example: Release 9.2.0.0.0

Download the HEAT Templates zip file under Cloud Installation and Upgrade section.
Unzip the HEAT templates to a folder.

a. Create a new folder with any name for storing the HEAT templates under the home
directory.
Example: / hone/ heat _tenpl at es

b. Store the downloaded HEAT templates zip file in the folder.
Example: / hone/ heat _t enpl at es/ exanpl eHeat . zi p

c. Unzip the downloaded heat templates.

unzi p /hone/ heat _tenpl at es/ exanpl eHeat . zi p

Determine the template and environment files.

Below are possible deployment use cases of DSR. The HEAT templates contain files for all
scenarios. Determine the appropriate template and environment files with respect to your
requirement.

@® Note

Currently, SS7 MPs are not supported. Refer to Example Parameter File.

Table 4-1 Deployment Use Cases

Deployment Use Template Files Environment Files
Case
Dynamic IP - With VIP | NOAM Template dsrResources_provider.yaml

dsr Net wor kOCam pr ovi der . yam
Signaling Template
dsr Si gnal i ngNode_pr ovi der . yani
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Table 4-1 (Cont.) Deployment Use Cases

Chapter 4
Create OpenStack Parameters Files

Deployment Use
Case

Template Files

Environment Files

VIP

Dynamic IP - Without

NOAM Template

dsr Net wor kOanmNoVi p_pr ovi der . yani
Signaling Template

dsr Si gnal i ngNodeNoVi p_provi der .y
an

dsrResourcesNoVip_provider.yaml

Fixed IP - With VIP

NOAM Template
dsr Net wor kOam f i xedl ps. yan

Signaling Template
dsr Si gnal i ngNode_f i xedlI ps. yan

dsrResources_fixedlps.yaml

Fixed IP - Without VIP

NOAM Template
Yet to be created

Signaling Template
Yet to be created.

Yet to be created

nodes

Dynamic IP - With IDIH

NOAM Template
dsr Net wor kOCam pr ovi der . yam

Signaling Template
ei di hResour ces_provi der. yan

eidihResources_provider.yaml

nodes

Fixed IP - With IDIH

NOAM Template
dsr Net wor kOam f i xedl ps. yanl

Signaling Template
ei di hResour ces_fi xedl ps. yam

eidihResources_fixedlps.yaml

4.2 Create OpenStack Parameters Files

4.2.1 Create OpenStack Parameter File for NOAM

This procedure instructs how to manually create input parameters file to be provided while
deploying NOAM stacks.

Prerequisites:
All the respective infrastructures has to be up and running.

1.
2.

Log in to the OpenStack server though command line.

Create the parameter file.

a. Go to the folder created in Prepare OpenStack Template and Environment Files for

storing the templates.

b. Create an empty NOAM parameter file in this folder following this naming convention

to identify the purpose of the file.

<DSR Nane> <Site Nane>_Net wor kGam Par ans. yani

Example:

dsrd oudl nit _Site00_Networ kOam Par ans. yamn
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@® Note

* Refer to Example Template File for a sample file with values.

* ltis important to keep the example file ready since this helps you understand
the use of each key value pair described in the next step while creating the
parameter file.

@® Note

* Refer to Example Template File to create the parameter file in YAML format.

*  Follow these guidelines while working with the YAML files.
— The file must end with .yaml extension.
— YAML must be case-sensitive and indentation-sensitive.
— YAML does not support the use of tabs. Instead of tabs, it uses spaces.
— This file is in YAML format and it contains key:value pairs.

— The first key should be parameters: and then the remaining required key/
value pairs for the topology.
This table lists all required key:value pairs.

Table 4-2 NOAM key:value pairs
e

Key Name Type Description
numPrimaryNoams number The number of NOAMs that receive and load DSR topology
information

Note: In DSR 9.2.0.0.0, use 1 as valid value.
This NOAM represents active NOAM.

numNoams number The number of NOAMs in the DSR topology other than
primary NOAM
Note: In DSR 9.2.0.0.0, use 1 as valid value.

This NOAM represents standby NOAM.

noamlmage string The VM image for the NOAM
Note: This image is used for both active and standby
NOAMs.

noamFlavor string The flavor that defines the VM size for the NOAM

@® Note

This flavor is used for both active and standby
NOAMSs.

primaryNoamVmNames comma_delimited_list List of Primary NOAM VM names
Note: Number of VMnames must be equal to the
numPrimaryNoams value.
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Table 4-2 (Cont.) NOAM key:value pairs
e

Key Name Type Description

noamVmNames comma_delimited_list List of NOAM VM names other than primary NOAM VMs
Note: Number of VMnames must be equal to the numNoams
value.

noamAZ string The availability zone into which NOAM servers should be
placed

Note: In DSR 9.2.0.0.0, all NOAM servers are placed in the
same availability zone.

noamSG string The server group where NOAMs at this site belong
xmiPublicNetwork string External management interface

imiPrivateNetwork string Internal management interface

imiPrivateSubnet string Name of the IMI network

imiPrivateSubnetCidr string The address range for the subnet

ntpServer string IP of the NTP server

Note: The below 3 keys are only applicable for fixed IP scenario.

primaryNoamXmilps comma_delimited_list Previously reserved IP for the primary NOAM to talk to
external devices

noamXmilps comma_delimited_list Previously reserved IP for non-primary NOAMSs to talk to
external devices
noamVip string VIP for NOAMs

4.2.2 Create OpenStack Parameter File for Signaling

This procedure manually creates the input parameters file to be provided while deploying
signaling stacks.

Prerequisites:
All the respective infrastructures have to be up and running.

1. Log in to the OpenStack CLI.
2. Create the parameter file.

a. Go to the folder created in Prepare OpenStack Template and Environment Files for
storing the templates.

b. Create an empty signaling parameter file in this folder following this naming convention
to identify the purpose of the file.
<DSR Nane> <Site Nanme>_Si gnal i ngNode_Par ans. yani

Example:

dsrd oudl nit_Site00_Si gnal i ngNode_Par ans. yani

@® Note

» Refer to Example Template File for a sample file with values.

e Itis important to keep the example file ready since this helps you understand
the use of each key value pair described in the next step while creating the
parameter file.
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@® Note
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» Refer to Example Template File to create the parameter file in YAML format.

*  Follow these guidelines while working with the YAML files.

— The file must end with .yaml extension.

— YAML must be case-sensitive and indentation-sensitive.

— YAML does not support the use of tabs. Instead of tabs, it uses spaces.

— This file is in YAML format and it contains key:value pairs.

— The first key should be parameters: and then the remaining required key/
value pairs for the topology.

Table 4-3 Signaling key:value pairs

This table lists all required key:value pairs.

Key Name Type Description

numSoams number The number of SOAMs at this signaling node

soamimage string The VM image for an SOAM

soamFlavor string The flavor that defines the VM size for an SOAM

soamVmNames comma_delimited_list List of SOAM VM names

soamAZ string The availability zone into which SOAM servers should be
placed
Note: In DSR 9.2.0.0.0, all SOAM servers are placed in the
same availability zone.

soamSG string Server group for the SOAM VMs

numDas number The number of DAs at this signaling node

dalmage string The VM image for a DA

daFlavor string The flavor that defines the VM size for a DA

daVmNames comma_delimited_list List of DA VM names

daAZ string The availability zone into which DA servers should be placed
Note: In DSR 9.2.0.0.0, all DA-MP servers are placed in the
same availability zone.

daSG string Server group for the DA VMs

daProfileName string The MP profile to be applied to all DAs. Possible values are:
VM_Relay, VM_Database, VM_6K_Mps, VM_8K_Mps,
VM_10K_Mps, VM_12K_Mps, VM_14K_Mps, VM_16K_Mps,
VM_18K_Mps, VM_21K_Mps, VM_24K_Mps, VM_27K_Mps,
VM_30K_Mps

numlpfes number The number of IPFEs at this signaling node

ipfelmage string The VM image for an IPFE

ipfeFlavor string The flavor that defines the VM size for an IPFE

ipfeVmNames comma_delimited_list List of IPFE VM names

ipfeAZ string The availability zone into which IPFE servers should be
placed
Note: In DSR 9.2.0.0.0, all IPFE servers are placed in the
same availability zone.

ipfeSGs comma_delimited_list Server group for each IPFE VM
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Table 4-3 (Cont.) Signaling key:value pairs

Chapter 4
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Key Name Type Description

numsStps number The number of STPs at this signaling node

stplmage string The VM image for an STP

stpFlavor string The flavor that defines the VM size for an STP

stpVmNames comma_delimited_list List of STP VM names

StpAZ string The availability zone into which STP servers should be
placed
Note: In DSR 9.2.0.0.0, all STP servers are placed in the
same availability zone.

StpSG string Server group for the STP VMs

xmiPublicNetwork string External management interface

imiPrivateNetwork string Internal management interface

imiPrivateSubnet string Name of the IMI network

imiPrivateSubnetCidr string The address range for the subnet

xsiPublicNetwork string The address range for the subnet

primaryNoamVmName string Name of NOAM VM that the config XML was loaded onto

Note: Not used in 9.2.0.0.0

In DSR 9.2.0.0.0, user should not provide any value to this
key.

noamxXmilps comma_delimited_list The XMl IPs for all NOAM servers, excluding VIPs
Note: Not used in 9.2.0.0.0
In DSR 9.2.0.0.0, user should not provide any value to this
key.

ntpServer string IP of the NTP server

Note: The below keys are ONLY applicable for fixed IP scenario, with or without IDIH nodes.

soamXmilps comma_delimited_list Previously reserved IP for non-primary SOAMs to talk to
external devices

soamVip string VIP for SOAMs

daXmilps comma_delimited_list Previously reserved IP for DA MP to talk to external devices

daXsilps comma_delimited_list Previously reserved IP for DA MP to talk to signaling devices

ipfeXmilps comma_delimited_list Previously reserved IP for IPFE to talk to external devices

ipfeXsilps comma_delimited_list Previously reserved IP for IPFE to talk to signaling devices

stpXmilps comma_delimited_list Previously reserved IP for STP to talk to external devices

stpXsilps comma_delimited_list Previously reserved IP for STP to talk to signaling devices

ipfeXsiPubliclp

string

Reserved single IP address on signaling network to which
remote diameter hosts route packets for load balancing over
set of message processors

stpSctpPorts

comma_delimited_list

The SCTP ports to be associated with STP
Note: If there is no STP in topology. then provide empty list,
for example, []

Note: Open these ports beforehand on which STP
connections are going to be created while doing
configuration.

configuration.

These two parameters are applicable for TCP/SCTP to use with the Diameter connection.
Note: Open these ports beforehand on which Diameter connections are going to be created while doing Diameter

diameterTcpPorts

comma_delimited_list

The TCP ports to be associated with. If this parameter is not
provided, then default ports are assigned.
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Table 4-3 (Cont.) Signaling key:value pairs
- ______________________ _____________________________________________|

Chapter 4
Deploy HEAT Templates

Key Name Type Description

diameterSctpPorts comma_delimited_list The SCTP ports to be associated with. If this parameter is
not provided, then default ports are assigned.

The below keys are applicable only for scenarios which include IDIH nodes.

Servicelmage string Image used for OpenStack deploys

kafkalmage string Image used for OpenStack deploys

mysqglimage string Image used for OpenStack deploys

serviceFlavor string Flavor used for OpenStack deploys

kafkaFlavor string Flavor used for OpenStack deploys

mysqlFlavor string Flavor used for OpenStack deploys

kafkaVmName string VmName used for OpenStack deploys

serviceVmName string VmName used for OpenStack deploys

mysqglVmName string VmName used for OpenStack deploys

xmiNetwork string Network used to provide access to GUI, ssh, and for inter-
site communication.

imiNetwork string Internal network for communication between kafka, service
and db servers

xsiNetwork string Network used for traffic

4.3 Deploy HEAT Templates

This procedure details how to deploy HEAT templates to create NOAM and Signaling stacks.

Prerequisites:

All the respective infrastructures have to be up and running. The required input files are

available.

1. Log in to the OpenStack CLI.

2. Prepare the input files required for

the deployment.

To create NOAM and signaling stacks, provide these input files as parameters while

deploying the HEAT templates.
Template Files

With respect to the deployment scenario decided in Prepare OpenStack Template and
Environment Files the template files for NOAM and signaling stacks have been already

determined.

Environment Files

With respect to the deployment scenario decided in Prepare OpenStack Template and

Environment Files the environmen
determined.

Parameter Files

t files for NOAM and signaling stacks have been already

The parameter file for NOAM has already been created in Create OpenStack Parameter

File for NOAM. The parameter file

for signaling has already been created in Create

OpenStack Parameter File for Signaling.
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3. Run the OpenStack command to create NOAM stack using the three input files. Ensure the
template and environment files are selected with respect to NOAM stack as in Prepare
OpensStack Template and Environment Files.

openstack stack create -e <Environment Fil eFor NOAM yam > -e
<Par anet er Fi | eFor NOAM yaml > -t <Tenpl at eFi | eFor NOAM> <NOAMSt ackNane>

Example for VIP scenario:

$ openstack stack create -e dsrResources_provider.yam -e
Singl esiteProvider_Site00_NetworkOam Parans. yam -t
dsr Net wor kCam provi der. yam Si ngl esit eProvi der _Sit e00_Net wor kOam

4. Run the OpenStack command to create signaling stack using the three input files. Make
sure the template and environment files are selected with respect to signaling stack as per
in Prepare OpenStack Template and Environment Files.

openstack stack create -e <EnvironnentFil eForSi gnaling.yam > -e
<Par anet er Fi | eFor Si gnal i ng. yam > -t <Tenpl at eFi | eFor Si gnal i ng>
<Si gnal i ngSt ackNane>

Example for VIP scenario:

$ openstack stack create -e dsrResources_provider.yam -e

Singl esiteProvider_Site00_SignalingNode Parans.yam -t

dsr Si gnal i ngNode_provi der.yam Singl esiteProvider_ Site00 _Signaling

5. Verify the stack creation status.

a. Run this command to see the stack creation status.

$ openstack stack show <stacknane>

. fmmmmmmmmmmmmmmmmmeas mmmmmm e mmmmmmmmeaas +
| Name | status | Created |

fmmmmmm e m e fmmmmmmmmmmmmmm—eme e +
| (uuid) | teststack | CREATE_IN PROGRESS | (timestamp) |
o e e e e o mmm e — e e Fom e m e +

It takes about two minutes to complete the creation.

b. Runthe command again to verify the status.

$ openstack stack show <stacknane>

6. Retrieve required IPs from created stacks.

a. Log in to the OpenStack GUI with valid credentials.
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openstack
Login
| |
Password
b. Navigate to Project, and then Orchestration and click Stacks.
€ | DR ros/1075185004
& openstack P Dafauit - DSR AT Dav 1 »
Project - Stacks
Compurte Q
( Stack Name Created
Network . ) i )
— o 6 days, 22 hours

6 days, 22 hours

c. Select the stack you created (<stackname>) and click Overview to see the IP details
of the stack.
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& | DR hitps OIS 1851, project/sts

B openstack I Defauit - OISR AT Dev 1+
— _ Stacks / PsrSite0ONOAMOO

Topolog o Resources
Compute = .

Hame DsrSite0ONOAMOD
Netwaork [ 860754 1-0050-451-8071-5b8e21 806532
Description This template creates a Network DAM site
Orchestration A Status
Created & days, 22 hours
Last Updated Hever
Status Craate_Comglete: Stack CREATE complsted successfully
Admin - Outputs
Identity v imiPrivateNetworkGate...  Gateway IF for IMI Lenant network

192.168.221.1

ntpServer NTP iP
10.250.32.18
imiPrivateNetworkCidr CIOR for IMI tenant network

192.168.221.8/24

xmiPublicHetworkGate...  Gatewsy IP for XM Privider Metwork

19.75.151.1

moam\ip Network IPs assigned 1o NOAM VIP

18.75,191,185

noamlps Metwork IPs assigned to NOAM YMs

3
L

=imi=: =192.168.221.3",
“vmhame™: "DsrSitcoeNoANRd”,
“xmi®: “10.75.191.187°

“imi®: "192.168.231.4%,
mvmliame™ ! "D5rSiteRENOAMRL",
~mi®: =10.75.191.15"

@® Note

e Al NOAM IP information displays in the NOAM stack
(<NOAMStackName>).

« All signaling IP information displays in the signaling stack
(<SignalingStackName>).

d. Retrieve the IP details for DSR configuration.
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Configure the First NOAM NE and Server

This procedure configures the first NOAM VM.

1. Resolve the Hostname to Get Configure the First NOAM NE and Serverthe HTTPD
running.
Change Hostname from the default value using sudo:

a. Edit/ et c/ host s file.

@® Note

Remove any occurrence of “.” and the “.<availability zone>" name, such as
“.novalocal” from the hostname that might have got appended.

i. Append the hostname to the IPv4 line as,
“127.0.0.1 | ocal host | ocal host4 NOAML"

ii. Append the hostname to the IPv6 line as,
“::1 local host |ocal host6 NOAML”

b. Edit/etc/syconfi g/ network.

i. Change the “"HOSTNAME=XXXX" line to the new hostname.
“ HOSTNAVE=NOAML"

ii. Setthe hostname on the command line:
$ sudo hostname NOAML

c. Reboot the VM.

$ sudo init 6
2. Establish a NOAM GUI session as the gui adm n user on the NOAM server by using the
XMI IP address.
3. In NOAM GUI, create the NOAM network element using the XML file.
a. Navigate to Configuration, and then Networking, and then Networks.
b. Click Browse and type the pathname of the NOAM network XML file.

c. Click Upload File to upload the XML file. See the examples in Sample Network
Element and Hardware Profiles and configure the NOAM network element.

d. Once the data has been uploaded, you should see a tabs display with the name of
your network element. Click on this tab which describes the individual networks that
are now configured.

DSR Cloud Installation Guide
G43630-01 September 30, 2025

Copyright © 2014, 2025, Oracle and/or its affiliates. Page 1 of 89



ORACLE’

Global DSR_OVM_NO_NE DSR_OVM_SO_NE

Network Name Network Type Defautt Locked
INTERNALXNMT OAM Yes ves
INTERNALINT QAN No Yes

4. In NOAM GUI, map services to networks.

a.

b.

Table 5-1 Network Services

Configured
pautet ELAN Interfaces
ves & 2
Ves 2 2

Navigate to Configuration, and then Networking, and then Services.

Click Edit and set the services as shown in the table below:

Chapter 5

Network

10.196.227.0/24
169.254.1.0/24

Name Intra-NE Network Inter-NE Network
OAM <IMI Network> <XMI Network>
Replication <IMI Network> <XMI Network>
Signaling Unspecified Unspecified
HA_Secondary Unspecified Unspecified
HA_MP_Secondary Unspecified Unspecified
Replication_MP <IMI Network> Unspecified
ComAgent <IMI Network> Unspecified

DSR Cloud Installation Guide
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Name Intra-NE Network Inter-NE Network

OAM INTERNALIMI H INTERNALXMI H
Replication INTERNALIMI B INTERNALXMI B
Signaling Unspecified B Unspecified B

HA_Secondary

Unspecified B
Unspecified B

HA_MP_Secondary
Replication_MP

INTERNALIMI E|

ComAgent INTERNALIMI B
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Unspecified

Unspecified

Unspecified

Unspecified

] Bl B E]

For example, if your IMI network is named IMI and your XMI network is named XMI,
then your services configuration should look like the following:
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C.
notifications.

In NOAM GUI, insert the 1st NOAM VM.

a. Navigate to Configuration, and then Servers.

b.
Attribute Value

Hosthame *

Role * - Select Role -

System ID

Hardware Profile DSR Guest

Network Element Name * - Unassigned -

Location

Fill in the fields as follows:
Hostname: <Hostname>

Role: NETWORK OAM&P
System ID: <Site System ID>
Hardware Profile: DSR Guest

Chapter 5

Click OK to apply the Service-to-Network selections. Dismiss any possible popup

Click Insert to insert the new NOAM server into servers table (the first or server).

Network Element Name: [Select NE from drop-down list]

The network interface fields are now available
chosen hardware profile and network element.

OAM Interfaces [At least one interface is required.]:

Network IP Address

INTERNALXMI (10.196.227.0/24) 10.196.227.21

INTERNALIMI (169.254.1.0/24) 169.254.1.21

Ok Apphy Cancel

the VLAN checkbox unchecked.

the VLAN checkbox unchecked.

f. Add the following NTP servers:

DSR Cloud Installation Guide
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with selection choices based on the

Interface
eth WLAN (B)

ethl VLAN (3)

Fill in the server IP addresses for the XMI network. Select ethX for the interface. Leave

Fill in the server IP addresses for the IMI network. Select ethX for the interface. Leave
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Table 5-2 NTP Servers

NTP Server Preferred?
Valid NTP Server Yes
Valid NTP Server No
Valid NTP Server No

g. Click OK when you have completed entering all the server data.

@® Note

Properly configure the NTP on the controller node to reference lower stratum
NTP servers.

6. In NOAM GUI, export the initial configuration.
a. Navigate to Configuration, and then Servers.

b. From the GUI screen, select the NOAM server and click Export to generate the initial
configuration data for that server. Go to the Info tab to confirm the file has been
created.

7. Inthe NOAM Server, copy configuration file to 1st NOAM server.
a. Loginas an adnusr, to obtain a terminal window to the 1st NOAM server.
b. Run the following steps if the setup is IPv6:

*  Run the following command:

sudo scp /var/ TKLG db/fil emgnt / TKLCConf i gDat a. <host nane>. sh
adrmusr @i paddr >: / var/ TKLC/ db/ f i | emgnt / TKLCConf i gDat a. sh

«  Copy the configuration file created in the previous step from the / var / TKLC/ db/
fil emgnt directory on the 1st NOAM to the / var/t np directory. The
configuration file consists a filename such as: TKLCConf i gDat a. <host nanme>.

* Following is an example:

$ sudo cp /var/ TKLC db/fil emgnt / TKLCConf i gDat a. <host name>. sh /var/t np/
TKLCConf i gDat a. sh

c. Run the following step for IPv4 setup:

«  Copy the configuration file created in the previous step from the / var / TKLC/ db/
fil enmgnt directory on the 1st NOAM to the / var/t np directory. The
configuration file consists a filename such as: TKLCConf i gbat a. . sh.

* Following is an example:

sudo scp /var/ TKLG db/fil emgnt / TKLCConf i gDat a. <host nane>. sh
adrmusr @i paddr >: / var/ TKLC/ db/ f i | emgnt / TKLCConf i gDat a. sh

8. Infirst NOAM Server, wait for configuration to complete.
The automatic configuration daemon looks for the file named TKLCConf i gDat a. sh in
the / var / t np directory, implements the configuration in the file, and prompts the user to
reboot the server.
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If you are on the console, wait to be prompted to reboot the server, but do not reboot the
server, it is rebooted later in this procedure.

Verify the script completed successfully by checking the following file.

$ sudo cat /var/TKLC appw/ | ogs/ Process/install.log

@® Note

Ignore the warning about removing the USB key since no USB key is present. No
response occurs until the reboot prompt is issued.

In first NOAM Server, set the time zone (Optional) and reboot the server.
To change the system time zone, from the command line prompt, run set _i ni _tz. pl. The
following command example uses the America/New_York time zone.

Replace, as appropriate, with the time zone you have selected for this installation. For a
full list of valid time zones, see List of Frequently Used Time Zones.

$ sudo /usr/ TKLC appwor ks/ bin/set _ini _tz.pl
"Americal/ New York" >/dev/null 2>&1

$ date

$ sudo init 6

Wait for server to reboot.

10. In first NOAM Server, verify server health.

a. Log in to the NOAML1 as the adnusr user.

b. Run the following command as adnusr on the first NOAM server and ensure no errors
are returned:

$ sudo syscheck

Runni ng modul es in class hardware
(01

Runni ng modul es in class disk
(01

Runni ng modul es in class net
(01

Runni ng modul es in class system
(01

Runni ng modul es in class proc
(01

LOG LOCATION: /var/ TKLC/ | og/ syscheck/fail _| og

Configure the NOAM Server Group

This procedure configures the NOAM server group.

Log in to NOAM GUIL.

a. Establish a GUI session on the first NOAM server by using the XMI IP address of the
first NOAM server. Open the web browser and type http://<NOL_XM _| P_Address> as
the URL.
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b. Log in as the gui adni n user. If prompted by a security warming, click Continue to
this Website to proceed.

2. In NOAM GUI, enter NOAM server group data.
a. Navigate to Configuration, and then Server Groups.

b. Click Insert and fill in the following fields:
Server Group Name: [Enter Server Group Name]

Level: A
Parent: None
Function: DSR (Active/Standby Pair)

WAN Replication Connection Count:Use Default Value

Adding new server group

Field Value Desc
Server Group Name * ZombieNOAM rL::]l:Iur
Level* A |Z| Selec
Parent™ NONE B Selec
Function * DSR (active/standby pair) B Selec
WAN Replication Connection Count 1 Speci

Ok Apply Cancel

c. Click OK when all fields are filled.
3. In NOAM GUI, edit the NOAM server group.
a. Navigate to Configuration, and then Server Groups.

b. Select the new server group and click Edit.
Select the network element that represents the NOAM.
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Site00_noam
Server 8G Inclusion Preferred HA Role
DsrSiteDONOAMOO #| Include in SG Prefer server as spare

c. Inthe portion of the screen that lists the servers for the server group, find the NOAM
server being configured. Mark the Include in SG checkbox.

d. Leave the other box unchecked.
e. Click OK.

4. In NOAM server, verify NOAM VM role.
From console window of the first NOAM VM, run the ha. nyst at e command to verify the
DbReplication and VIP items under the resourceld column has a value of Active under the
role column.

You may have to wait a few minutes for it to be in that state.

Example:

node

5. In NOAM GUI, restart first NOAM VM.
a. Navigate to Status & Manage, and then Server.
b. Select the first NOAM server. Click Restart.
c. Click OK on the confirmation screen and wait for restart to complete.

6. In NOAM server, set sysmetric thresholds for VMs.

@® Note

These commands disable the message rate threshold alarms.

From console window of the first NOAM VM, run the i set commands as adnmusr :

$ sudo iset -feventNunber='-1'" SysMetricThreshold where
"metricld="RoutingMsgRate' and function="DI AM"

$ sudo iset -feventNunber='-1'" SysMetricThreshold where
"metricld=" RxRbar MsgRate' and function="RBAR "

$ sudo iset -feventNunber='-1'" SysMetricThreshold where
"metricld="RxFabr MsgRate' and function='FABR "

Verify, if the correct value was configured.
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$ sudo iqt SysMetricThreshold | grep RxFabrlngressiMsgRate

Chapter 5

RxFabr MsgRate  FABR *C RunningAvg -1 38000 36000 3000
RxFabr MsgRate  FABR ** RunningAvg -1 32000 28000 3000
RxFabr MsgRate  FABR -* RunningAvg -1 2400 20000 3000

Configure the Second NOAM Server

This procedure configures the second NOAM server.

1. Log into NOAM GUI.

If not already done, establish a GUI session on the first NOAM server by using the XMI

a.
IP address of the first NOAM server. Open the web browser and type http://
<NOL_XM _| P_Addr ess> as the URL.

b. Login as the gui adm n user.

2. In NOAM GUI, insert the second NOAM VM.

a.
b.

C.

Navigate to Configuration, and then Servers.
Click Insert to insert the new NOAM server into servers table (the first or server).

Fill in the fields as follows:
Hosthame: <Hosthame>

Role: NETWORK OAM&P

System ID: <Site System ID>

Hardware Profile: DSR Guest

Network Element Name: [Choose NE list]

The network interface fields are now available with selection choices based on the
chosen hardware profile and network element.

0AM Interfaces [At least one interface is reguired.]:

Network IP Address Interface

INTERMALXMI (10.196.227.0/24) 10,196.227.21 etho VLAM (B)

INTERNALIMI {169.254.1.0/24) 169.254.1.21 ethl WLAN (3)

Ok Apphy Cancel

Fill in the server IP addresses for the XMI network. Select ethX for the interface. Leave
the VLAN checkbox unmarked.

Fill in the server IP addresses for the IMI network. Select ethX for the interface. Leave
the VLAN checkbox unmarked.

Add the following NTP servers:
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NTP Server Preferred?
Valid NTP Server Yes
Valid NTP Server No
Valid NTP Server No

g.

Click OK when you have completed entering all the server data.

@® Note

Properly configure the NTP on the controller node to reference lower stratum
NTP servers.

3. In NOAM GUI, export the initial configuration.

a.

b.

Navigate to Configuration, and then Servers.

From the GUI screen, select server just configured and click Export to generate the
initial configuration data for that server. Go to the Info tab to confirm the file has been
created.

4. In the first NOAM server, copy configuration file to second NOAM server.

a.

b.

DSR Cloud Installation Guide
G43630-01

Log in as an adrrusr to obtain a terminal session to the 1st NOAM server.
Run the following steps if the setup is IPv6:

* Login as an admusr user to the NO1 shell and issue the following command:

sudo scp /var/ TKLC/ db/fi | emgnt / TKLCConf i gDat a. <host nane>. sh
adnusr @i paddr >: / var/ TKLC db/ fi | engnt / TKLCConf i gDat a. sh

@ Note

ipaddr is the IP address of NOAM2 assigned to its ethx interface associated
with the xmi network.

¢ Obtain a terminal session to the 2nd NOAM as an admusr.

*  Run the following commands on NOAM 2 shell:

$ sudo rm-f /etc/sysconfig/network-scripts/ifcfg-eth*

sudo cp/var/ TKLC/ db/fil engnt / TKLCConfi gDat a. sh /var/tnp/
TKLCConf i gDat a. sh

Run the following command to setup IPv4:

$ sudo scp /var/ TKLC/ db/ fi | engnt / TKLCConf i gDat a. <host nane>. sh
adnusr @i paddr >; / var/ t np/ TKLCConf i gDat a. sh
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@® Note

ipaddr is the IP address of NOAM2 assigned to its ethx interface associated with
the xmi network.

In second NOAM server, wait for configuration to complete.

a.

Obtain a terminal session to the second NOAM as the adnusr user.

The automatic configuration daemon looks for the file named TKLCConf i gDat a. sh in
the / var/ t np directory, implements the configuration in the file, and prompts the user
to reboot the server.

If you are on the console, wait to be prompted to reboot the server, but do not reboot
the server, it is rebooted later in this procedure.

Verify script completed successfully by checking the following file.

$ sudo cat /var/ TKLC appw/ | ogs/ Process/install.log

@® Note

Ignore the warning about removing the USB key since no USB key is present.

In second NOAM server, reboot the server.
Obtain a terminal session to the second NOAM as the adnusr user.

$ sudo init 6

Wait for server to reboot.

In second NOAM server, verify server health.

a.

b.

Log in to the NOAM2 as adnusr and wait.

Run the following command as super-user on the second NO server and make sure no
errors are returned:

$ sudo syscheck

Runni ng modul es in class hardware. ..
(014

Runni ng modul es in class disk...
(014

Runni ng modul es in class net...
(014

Runni ng modul es in class system..
(014

Runni ng modul es in class proc...
(014

LOG LOCATI ON: /var/ TKLC | og/ syscheck/fail | og

Complete the NOAM Server Group Configuration

This procedure configures the NOAM Server Group.

In NOAM GUI, edit the NOAM Server Group Data.
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a. From the GUI session on the first NOAM server, navigate to Configuration, and then
Server Groups.

b. Select the NOAM server group and click Edit.

c. Add the second NOAM server to the server group by marking the Include in SG
checkbox for the second NOAM server. Then, click Apply.

Server SG Inclusion Preferred HA Role
NO1 [v] Include in SG "] Prefer server as spare
NO2 [¥] Include in SG ] Prefer server as spare

d. Click Add to add a NOAM VIP. Type the VIP Address and click OK.

VIP Assignment

VIP Address

Remove

Ok Apply Cancel

2. Establish a GUI session on the NOAM by using the NOAM VIP address. Login as the
gui admi n user.

3. Wait for the alarm ID 10200 Renote Database re-initialization in progress tobe
cleared before proceeding to Alarms & Events, and then View Active.

4. In NOAM GUI, restart the second NOAM VM.
a. Navigate to Status & Manage, and then Server and select the second NOAM server.
b. Click Restart.

c. Click OK on the confirmation screen.
Wait approximately 3-5 minutes before proceeding to allow the system to stabilize
indicated by having the Appl State as Enabl ed.

® Note

In case you receive alarm, 10073 — Server group max al |l owed HA Rol e
war ni ng, perform the following:

i. Log intothe SO GUI and navigate to the Status & Manage, and then HA.

ii. Click Edit and change the Max Allowed HA role of the current Standby
SOAM to Act i ve.

DSR Cloud Installation Guide
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@® Note

If this deployment contains SDS, SDS can now be installed. Refer to
document referenced in SDS SW Installation and Configuration Guide.

Configure the DR NOAM NE and Server
This procedure configures the first DR NOAM VM. This is an optional procedure.

1. Establish a GUI session on the primary NOAM server by using the XMI VIP IP address.
2. In primary NOAM VIP GUI, create the DR NOAM network element using the XML file.
a. Navigate to Configuration, and then Networking, and then Networks.
b. Click Browse and type the pathname to the NOAM network XML file.

c. Click Upload File to upload the XML file.
See the examples in Sample Network Element and Hardware Profiles and configure
the NOAM network element.

d. Once the data has been uploaded, you should see tabs appear with the name of your
network element. Click on the tab, which describes the individual networks that are
now configured.

————
Glohal | DSR_OVM_NO_NE /@ DSR_OVM_SO_NE

Configured
Hetwork Name Network Type Default Locked Routed VLAN Interfaces Network
INTERNALXMS QAN Yes ¥es Ves 4] 2 J0.196.227 0v24
INTERNALIMT QAN No Yos Vs 2 2 16925410024

3. In primary NOAM VIP GUI, insert the first DR NOAM VM.
a. Navigate to Configuration, and then Servers.
b. Click Insert to insert the new NOAM server into servers table (the first or server).

c. Fill in the fields as follows:
Hostname: <Hostname>

Role: NETWORK OAM&P

System ID: <Site System ID>

Hardware Profile: DSR Guest

Network Element Name: [Select NE from list]

The network interface fields are now available with selection choices based on the
chosen hardware profile and network element.

d. Fill in the server IP addresses for the XMI network. Select et hX for the interface.
Leave the VLAN checkbox unchecked.

e. Fillin the server IP addresses for the IMI network. Select et hX for the interface. Leave
the VLAN checkbox unchecked.

f. Add the following NTP servers:

DSR Cloud Installation Guide
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Table 5-4 NTP Servers
]

NTP Server Preferred?
Valid NTP Server Yes
Valid NTP Server No
Valid NTP Server No

g. Click OK when you have completed entering all the server data.

@® Note

Properly configure the NTP on the controller node to reference lower stratum
NTP servers.

4. In primary NOAM VIP GUI, export the initial configuration.
a. Navigate to Configuration, and then Servers.

b. From the GUI screen, select the NOAM server and click Export to generate the initial
configuration data for that server. Go to the Info tab to confirm the file has been
created.

5. Inthe primary NOAM server, copy configuration file from the first primary NOAM server to
the first NOAM at the DRNOAM server.

a. Login as an admnusr to obtain a terminal window to the Primary NOAM server.
b. Run the following steps if the setup is IPv6:

*  Copy the configuration file created in the previous step from the / var / TKLC/ db/
fil engnt directory on the first NOAM at the DRNOAM server in the / var /
TKLC/ db/ fi | emgnt directory. The configuration file consists a filename like
TKLCConf i gbhat a. <host nanme>

*  Following is an example:

sudo scp /var/ TKLC db/fi | emgnt / TKLCConf i gDat a. <host nane>. sh
adnusr @i paddr >: / var/ TKLC/ db/ fi | engnt / TKLCConf i gDat a. sh

@® Note

ipaddr is the IP address of DR NOAM assigned to its ethx interface associated
with the XMI network.

e Obtain a terminal session to the 1st NOAM at DRNOAM as the admusr.

¢ Run the following commands on the 1st Noam at DRNOAM shell.

$ sudo rm-f /etc/sysconfig/network-scripts/ifcfg-eth*

$ sudo cp /var/ TKLC db/ fil emgnt / TKLCConf i gDat a. sh /var/t np/
TKLCConf i gDat a. sh

c. Run the following step to setup IPv4:

DSR Cloud Installation Guide
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e Copy the configuration file created in the previous step from the / var/ TKLC db/
fil emgnt directory on the 1 st NOAM at the DRNOAM server in the / var/t np
directory.

*  The configuration file consists a filename such as:
TKLCConf i gDat a. <host nane>. sh.

* Following is an example:

sudo scp /var/ TKLG db/fi | emgnt / TKLCConf i gDat a. <host nane>. sh
adrmusr @i ppadr>: / var/t np/ TKLCConf i gDat a. sh

6. In first DR NOAM server, wait for configuration to complete.
The automatic configuration daemon looks for the file named TKLCConf i gDat a. sh in
the / var / t np directory, implements the configuration in the file, and prompts the user to
reboot the server.

If you are on the console, wait to be prompted to reboot the server, but do not reboot the
server, it is rebooted later in this procedure.

Verify the script completed successfully by checking the following file.

$ sudo cat /var/TKLC/ appw | ogs/ Process/install.l og

@ Note

Ignore the warning about removing the USB key since no USB key is present. No
response occurs until the reboot prompt is issued.

7. Infirst DR NOAM server, reboot the server.
Obtain a terminal window to the 1st DR NOAM server, logging in as the admusr user.

$ sudo init 6

Wait for server to reboot.
8. Infirst DR NOAM server, verify server health.
a. Obtain a terminal window to the first DR NOAM server, logging in as the adnusr user.

b. Run the following command as adrmusr and ensure that no errors are returned:

$ sudo syscheck

Runni ng modul es in class hardware. ..
(014

Runni ng modul es in class disk...
(014

Runni ng modul es in class net. ..
(014

Runni ng modul es in class system..
(014

Runni ng modul es in class proc...
(014

LOG LOCATI ON: /var/ TKLC | og/ syscheck/fail _| og
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Configure the DR NOAM Server Group

This procedure configures the DR NOAM server group. This is an optional procedure.

1.

Log in to primary NOAM VIP GUI.

a. Establish a GUI session on the primary NOAM server by using the XMl IP address of
the first NOAM server. Open the web browser and type http://
<NOL_XM _| P_Addr ess> as the URL.

b. Log in as the gui adni n user. If prompted by a security warming, click Continue to
this Website to proceed.

In primary NOAM VIP GUI, enter DR NOAM server group data.

a. Using the GUI session on the primary NOAM server, navigate to Configuration, and
then Server Groups.

b. Click Insert and fill in the following fields:
Server Group Name: [Enter Server Group Name]

Level: A

Parent: None

Function: DSR (Active/Standby Pair)

WAN Replication Connection Count:Use Default Value
c. Click OK when all fields are filled.
In primary NOAM VIP GUI, edit the DR NOAM server group.
a. Navigate to Configuration, and then Server Groups.
b. Select the new server group and click Edit.

Select the network element that represents the DR NOAM.

0

d. Inthe portion of the screen that lists the servers for the server group, find the NOAM
server being configured. Mark the Include in SG checkbox.

e. Leave other boxes unchecked.

f. Click OK.

In primary NOAM VIP GUI, restart first DR NOAM VM.

a. From the NOAM GUI, navigate to Status & Manage, and then Server.
b. Select the first NOAM server. Click Restart.

c. Click OK on the confirmation screen and wait for restart to complete.

Configure the Second DR NOAM Server

This procedure configures the second DR NOAM server. This is an optional procedure.

1.

2,

Log in to primary NOAM VIP GUI.

a. If not already done, establish a GUI session on the first NOAM server by using the XMI
IP address of the first NOAM server. Open the web browser and type http://
<NOAML_XM _| P_Addr ess> as the URL.

b. Log in as the gui admi n user.
In primary NOAM VIP GUI, insert the second DR NOAM VM.

a. Navigate to Main Menu, and then Configuration, and then Servers.
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b. Click Insert to insert the new NOAM server into servers table (the first or second
server).

c. Fillin the fields as follows:
Hostname: <Hosthame>

Role: NETWORK OAM&P

System ID: <Site System ID>

Hardware Profile: DSR Guest

Network Element Name: [Choose NE from list]

The network interface fields are now available with selection choices based on the
chosen hardware profile and network element.

d. Fill in the server IP addresses for the XMI network. Select ethX for the interface. Leave
the VLAN checkbox unmarked.

e. Fill in the server IP addresses for the IMI network. Select ethX for the interface. Leave
the VLAN checkbox unmarked.

f. Add the following NTP servers:

Table 5-5 NTP Servers
R

NTP Server Preferred?
Valid NTP Server Yes
Valid NTP Server No
Valid NTP Server No

g. Click OK when you have completed entering all the server data.

@ Note

Properly configure the NTP on the controller node to reference lower stratum
NTP servers.

3. In primary NOAM VIP GUI, export the initial configuration.
a. Navigate to Configuration, and then Servers.

b. From the GUI screen, select the server just configured and click Export to generate
the initial configuration data for that server.

c. Go to the Info tab to confirm the file has been created.

4. In the primary NOAM, copy configuration file to second DR NOAM server.
a. Login as an adnusr to obtain a terminal session to the primary NOAM server.
b. Run the following steps if the setup is IPv6:

e Copy the configuration file created in the previous step from the / var / TKLC/ db/
fil enmgnt directory on the 2nd DR-NOAM server in the /var/ TKLC/ db/
fil engnt directory.

*  The configuration file consists a filename such as:
TKLCConf i gDat a. <host nane>. sh.
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* Following is an example:

$ sudo scp /var/ TKLC/ db/ fi | engnt / TKLCConf i gDat a. <host nane>. sh
adnusr @i paddr >: / var/ TKLC db/ fi | engnt / TKLCConf i gDat a. sh

e Obtain a terminal session to the 2nd DRNOAM as an admust.

e Run the following commands on 2nd DRNOAM shell:

$ sudo rm-f /etc/sysconfig/network-scripts/ifcfg-eth*

sudo cp /var/ TKLC/ db/fi | emgnt/ TKLCConfi gDat a. sh /var/t np/
TKLCConf i gDat a. sh

Run the following step to setup IPv4:

* Login as the adnusr user to the NOAML1 shell and issue the following command:

$ sudo scp /var/ TKLC/ db/ fi | engnt / TKLCConf i gDat a. <host nane>. sh
adnusr @i paddr >: / var/t np/ TKLCConf i gDat a. sh

@® Note

i paddr is the IP address of DR NOAM assigned to its et hx interface
associated with the XMI network.

In second DR NOAM server, wait for configuration to complete.

a.

Obtain a terminal session to the second DR NOAM as the adnusr user.

The automatic configuration daemon looks for the file named TKLCConf i gDat a. sh in
the / var / t np directory, implements the configuration in the file, and prompts the user
to reboot the server.

If you are on the console, wait to be prompted to restart the server, but do not restrt the
server, it is restarted later in this procedure.

Verify script completed successfully by checking the following file.

$ sudo cat /var/TKLC appw/ | ogs/ Process/install.log

@® Note

Ignore the warning about removing the USB key since no USB key is present.

In second DR NOAM server, restart the server.
Obtain a terminal session to the second DR NOAM as the adnusr user.

$ sudo init 6

Wait for server to reboot.

In second DR NO server, verify server health.

a.

Obtain a terminal session to the second DR NOAM as the adnusr user.
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b. Run the following command as super-user and make sure no errors are returned:

$ sudo syscheck

Runni ng modul es in class hardware. ..
(014

Runni ng modul es in class disk...
(014

Runni ng modul es in class net...
(014

Runni ng modul es in class system..
(014

Runni ng modul es in class proc...
(014

LOG LOCATI ON: /var/ TKLC | og/ syscheck/fail | og

Complete Configuring the DR NOAM Server Group

This procedure finishes configuring the DR NOAM Server Group. This is an optional
procedure.

1.

In primary NOAM VIP GUI, edit the DR NOAM server group data.

a. From the GUI session on the primary NOAM server, navigate to Configuration, and
then Server Groups.

b. Select the NOAM server group and click Edit.

c. Add the second NOAM server to the server group by marking the Include in SG
checkbox for the second NOAM server. Then, click Apply.

d. Click Add to add an NOAM VIP. Type the VI P Addr ess and click OK.

VIP Assighment

VIP Address

Remove

Ok Apphy Cancel

Establish a GUI session on the primary NOAM by using the NOAM VIP address. Login as
the gui adm n user.

In primary NOAM VIP GUI, wait for the alarm | D 10200 Renote Dat abase re-
initializationinprogress to be cleared before proceeding to Alarms & Events, and
then View Active.

In primary NOAM VIP GUI, restart second DR NOAM VM.

a. Navigate to Status & Manage, and then Server and select the second DR NOAM
server.

b. Click Restart.

c. Select OK on the confirmation screen.
Wait approximately 3-5 minutes before proceeding to allow the system to stabilize
indicated by having the Appl State as Enabl ed.
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In primary NOAM, modify DSR OAM process.
Establish an SSH session to the primary NOAM, login as the adrmusr user. Run the
following commands:

a. Retrieve the cluster ID of the DR-NOAM:
$ sudo iqt —-Nodel D Topol ogyMappi ng where "Nodel D=' <DR_NOAM Host Nanme>' "
Server _ID Nodel D ClusterlD
1 Cahu- DSR- DR- NOAM 2 A1055

b. Run the following command to start the DSR OAM process on the DR-NOAM.

$ echo "<cl uster| D> DSROAM Proc| Yes" | iload -ha —xun cluster —
fresource —foptional HaC usterResourceCfg

Configure the SOAM NE

This procedure configures the SOAM network element.

1.

If needed, establish a GUI session on the NOAM by using the NOAM VIP address. Login
as the guiadmin user.

In primary NOAM VIP GUI, create the SOAM network element using an XML file.

Ensure to have an SOAM network element XML file available on the PC running the web
browser. The SOAM network element XML file is similar to what was created and used in
Configure the First NOAM NE and Server, but defines the SOAM network element.

Refer to Sample Network Element and Hardware Profiles for a sample network element
xml file.

a. Navigate to Configuration, and then Networking, and then Networks.
b. Click Browse and type the path and name of the SOAM network XML file.
c. Click Upload to upload the XML file and configure the SOAM network element.

Configure the SOAM Servers

This procedure configures the SOAM servers.

1.

If needed, establish a GUI session on the NOAM by using the NOAM VIP address. Login
as the gui adm n user.

In primary NOAM VIP GUI, insert the first SOAM server.
a. Navigate to Configuration, and then Server.
b. Click Insert to insert the new SOAM server into servers table.

c. Fillin the fields as follows:
Hostnhame: <SO1-Hosthame>

Role: SYSTEM OAM

System ID: <Site System ID>

Hardware Profile: DSR Guest

Network Element Name: [Choose NE from list]

The network interface fields are now available with selection choices based on the
chosen hardware profile and network element.

d. Fillin the server IP addresses for the XMI network. Select ethX for the interface. Leave
the VLAN checkbox unmarked.

DSR Cloud Installation Guide

G43630-01

September 30, 2025

Copyright © 2014, 2025, Oracle and/or its affiliates. Page 19 of 89



ORACLE
Chapter 5

e. Fillin the server IP addresses for the IMI network. Select ethX for the interface. Leave
the VLAN checkbox unmarked.

f. Add the following NTP servers:

Table 5-6 NTP Servers
R

NTP Server Preferred?
Valid NTP Server Yes
Valid NTP Server No
Valid NTP Server No

g. Click OK when you have completed entering the server data.

@ Note

Properly configure the NTP on the controller node to reference lower stratum
NTP servers.

3. In primary NOAM VIP GUI, export the initial configuration.
a. Navigate to Configuration, and then Server.

b. From the GUI screen, select the desired server and click Export to generate the initial
configuration data for that server.

c. Go to the Info tab to confirm the file has been created.

4. In the primary NOAM, copy configuration file to the first SOAM server.Log in as an adnusr
user to the NOAM1 shell and issue the commands:

a. Run the following steps if the setup is IPv6:

$ sudo scp /var/ TKLC/ db/ fi | engnt / TKLCConf i gDat a. <host nane>. sh
adnusr @i paddr >: / var/ TKLC/ db/ fi | engnt / TKLCConf i gDat a. sh

@® Note

ipaddr is the IP address of 1st SOAM assigned to its ethx interface associated
with the xmi network.

¢ Obtain a terminal session to the 1st SOAM as the admusr.

* Run the following commands on 1st SOAM shell:

$ sudo rm-f /etc/sysconfig/network-scripts/ifcfg-eth*

sudo cp /var/ TKLC db/ fi | emgnt / TKLCConfi gDat a. sh /var/t np/
TKLCConf i gDat a. sh
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b. Run the following command to setup IPv4:

$ sudo scp /var/ TKLC/ db/ fi | engnt / TKLCConf i gDat a. <host nane>. sh
adnusr @/ var/ t np/ TKLCConf i gDat a. sh

5. Inthe first SOAM server, wait for configuration to complete.

a. Obtain a terminal session on the first SOAM as the adnusr user.
The automatic configuration daemon looks for the file named TKLCConf i gDat a. sh in
the / var / t np directory, implements the configuration in the file, and prompts the user
to reboot the server.

b. If you are on the console wait to be prompted to reboot the server, but do not reboot
the server, it is rebooted later in this procedure.

c. Verify script completed successfully by checking the following file.

$ sudo cat /var/ TKLC appw/ | ogs/ Process/install.log

@® Note

Ignore the warning about removing the USB key since no USB key is present.

6. In first SOAM server, reboot the server.
Obtain a terminal session to the first SOAM as the adnusr user.

$ sudo init 6

Wait for server to reboot.
7. Infirst SOAM server, verify server health.
a. After the system reboots, login again as the adnusr user.

b. Run the following command and make sure that no errors are returned:

# sudo syscheck

Runni ng modul es in class hardware. ..
(014

Runni ng modul es in class disk...
(014

Runni ng modul es in class net...
(014

Runni ng modul es in class system..
(014

Runni ng modul es in class proc...
(014

LOG LOCATI ON: /var/ TKLC | og/ syscheck/fail _|og

8. Repeat steps 1 through 7 to insert and configure the second SOAM server.

a. Run the following steps if the setup is IPv6:

$ sudo scp /var/ TKLC/ db/ fi | engnt / TKLCConf i gDat a. <host nane>. sh
adnusr @i paddr >; / var/ TKLC/ db/ fi | engnt / TKLCConf i gDat a. sh
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@® Note

ipaddr is the IP address of 2nd SOAM assigned to its ethx interface
associated with the xmi network.

e Obtain a terminal session to the 2nd SOAM as the admusr.

*  Run the following commands on 2nd SOAM shell.

$ sudo rm-f /etc/sysconfig/network-scripts/ifcfg-eth*

sudo cp /var/ TKLC db/fil engnt/ TKLCConf i gDat a. sh /var/t np/
TKLCConf i gDat a. sh

b. Run the following command to setup IPv4:

$ sudo scp /var/ TKLC/ db/ fi | engnt / TKLCConf i gDat a. <host nane>. sh
adrmusr @i paddr >: / var/t np/ TKLCConf i gDat a. sh

c. Wait approximately 5 minutes for the 2nd SOAM server to restart

@® Note

For DSR mated sites, repeat this step for additional or spare SOAM server.

Enter the network data for the second SOAM server, transfer the TKLCConf i gDat a
file to the second SOAM server, and reboot the second SOAM server when asked at a
terminal window.

d. Wait approximately 5 minutes for the second SOAM server to reboot.

@ Note

For DSR mated sites, repeat this step for additional/spare SOAM server for
mated site.

Configure the SOAM Server Group
This procedure configures the SOAM server group.

1. In primary NOAM VIP GUI, enter SOAM server group data.

a. From the GUI session on the NOAM VIP address, navigate to Configuration, and
then Server Groups.

b. Click Insert and add the SOAM server group name along with the values for the
following fields:
Name: [Enter Server Group Name]

Level: B
Parent: [Select the NOAM Server Group]
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Function: DSR (Active/Standby Pair)
WAN Replication Connection Count: Use Default Value

c. Click OK when all fields are filled.

® Note

For DSR mated sites, repeat this step for additional SOAM server groups
where the preferred SOAM spares may be entered before the active/standby
SOAMs.

In primary NOAM VIP GUI, edit the SOAM server group and add VIP.
a. Navigate to Configuration, and then Server Groups.
b. Select the new SOAM server group and click Edit.

c. Add both SOAM servers to the server group primary site by marking the Include in SG
checkbox.

d. Click Apply.

In primary NOAM VIP GUI, add the SOAM VIP.

a. Navigate to Configuration, and then Server Groups.

b. Select the new SOAM server group and click Edit.

c. Click Add to add a SOAM VIP. Type the VI P Addr ess and click OK.

In primary NOAM VIP GUI, edit the SOAM server group and add preferred spares for site
redundancy.
This is an optional step.

If the two-site redundancy feature is wanted for the SOAM server group, add an SOAM
server located in its server group secondary site by marking the Include in SG and
Preferred Spare checkboxes.

Server SG Inclusion Preferred HA Role
S01 V] Include in SG [] Prefer server as spare
S02 V] Include in SG [¥] Prefer server as spare

For more information about server group secondary site or site redundancy, see the
Terminology section.

In primary NOAM VIP GUI, edit the SOAM server group and add additional SOAM VIPs.
This is an optional step.

a. Click Add to add SOAM VIPs.
b. Type the VIP Address and click OK.

@® Note

Additional SOAM VIPs only apply to SOAM server groups with preferred spare
SOAMs.

In primary NOAM VIP GUI, wait for replication.
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After replication, the server status should be active. Navigate to Status & Manage, and
then HA.

® Note

This may take up to 5 minutes while the servers figure out primary or secondary
relationship.

Look for the alarm ID 10200 Renote Database re-initialization in progress to be
cleared before proceeding. Navigate to Alarms, and then View Active.

7. In primary NOAM VIP GUI, restart first SOAM server.

a. From the NOAM GUI, navigate to Status & Manage, and then Server and select the
first SOAM server.

b. Click Restart.

c. Click OK on the confirmation screen.
Wait for restart to complete. Wait for the Appl State to change to Enabl ed, and all

other columns to Nor m

@® Note
Repeat this step for the second SOAM.

8. In primary NOAM VIP GUI, restart all preferred spare SOAM servers.
This is an optional step.

a. If additional preferred spare servers are configured for secondary sites, navigate to
Status & Manage, and then Server and select all the Preferred Spare SOAM servers.

b. Click Restart and then, click OK to the confirmation popup.
Wait for the Appl State to change to Enabled and all other columns to change to
Nor m

Activate PCA/DCA
This procedure activates PCA/DCA. This is applicable only for PCA and DCA.

1. Activate PCA feature.
If you are installing PCA, run the applicable procedures (Added SOAM site activation or
complete system activation) of the DSR PCA Activation Guide to activate PCA.

@ Note

* If not all SOAM sites are ready at this point, then you should repeat activation
for each new SOAM site that comes online.

» Ignore steps to restart DA-MPs and SBRs that have yet to be configured.

2. Activate DCA feature.
If you are installing PCA, run DCA Framework and Application Activation and Deactivation
Guide to activate the DCA framework and feature.
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* If not all SOAM sites are ready at this point, then you should repeat activation
for each new SOAM site that comes online.

» Ignore steps to restart DA-MPs and SBRs that have yet to be configured.

Configure the MP Virtual Machines

This procedure configures MP VMs (IPFE, SBR, DA-MP, and vSTP).

1.

If needed, establish a GUI session on the NOAM by using the NOAM VIP address. Login

as the gui admi n user.

In primary NOAM VIP GUI, navigate to the signaling network configuration screen.

a. Navigate to Configuration, and then Networking, and then Networks.

b. Navigate to the SO Network Element tab under which the MPs are to be configured.

c. Click Insert in the lower left corner.

In primary NOAM VIP GUI, add signaling networks.
The following screen displays.

Field Value

Hetwork Hame * Hsl2

Hetwork Type Signaing H

VLANID* 7
Hetwork Address *  10.196.226.0

Hetmask * 255.255.255.0

Router IP

Yes
Default Hetwork o
Mo

@ Yes

Routed
Mo

Ok Apply Cancel

Description

The name of this network. [Detault = N/A. Range = Alphanumenc string up to 31 chars, starting with & letter ] [& value is required.]

The type of this netwark

The VLAMID to use for this network. [Default = Ni&. Range = 1-4094.] [& value is required.]

The netvvork address of this network. [Defaut = Ni&. Range = Valid Netwwork Address of the netvvork in dotted decimal (Pv4) or colon

Subnetting to apply to servers within this network, [Default = NI2, Range = alid Netmask for the network in prefix length (P4 of IPYE;

The IP address of a router on this network. If this is a defaull network, this will be used as the gate'way address of the default route ol
enabled, this address wil be the one monitored

A, zelection indicsting whether this is the network with a default gateway.

‘Whether or not this network iz routed outside s network elemert. If # is not assigned to a network element, t is assumed to be possib

a. Type the Network Name, Network Type, VLAN ID, Network Address, Netmask, and
Router IP that matches the signaling network.

@ Note

Even if the network does not use VLAN tagging, you should type the correct
VLAN ID here as indicated by the NAPD.

i. Select Signaling for Network Type.

ii. Select No for Default Network.
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iii. Select Yes for Routable.

b. If you are finished adding signaling networks, click OK. To save this signaling network
and repeat this step to enter additional signaling networks, click Apply .

4. In primary NOAM VIP GUI, navigate to signaling network configuration screen.

® Note

Run this step only if you are defining a separate, dedicated network for SBR
Replication. This step is applicable only for PCA or DCA.

a. Navigate to Configuration, and then Networking, and then Networks.
b. Click Insert in the lower left corner.
5. In primary NOAM VIP GUI, define SBR DB replication network.

@® Note

Run this step only if you are defining a separate, dedicated network for SBR
replication. This is applicable only for PCA.

a. Type the Network Name, Network Type, VLAN ID, Network Address, Netmask, and
Router IP that matches the SBR DB replication network.

@® Note

Even if the network does not use VLAN tagging, you should type the correct
VLAN ID here as indicated by the NAPD.

i. Select No for Default Network.
ii. Select Yes for Routable.

b. If you are finished adding signaling networks, click OK. To save this signaling network
and repeat this step to enter additional signaling networks, click Apply .

6. In primary NOAM VIP GUI, perform additional service to networks mapping.

@® Note

Run this step only if you are defining a separate, dedicated network for SBR
replication. This is only applicable to PCA.

a. Navigate to Configuration, and then Networking, and then Services.
b. Click Edit.
c. Set the services using one of the following scenarios.

e If the dual-path HA configuration is required:
For HA_MP_Secondary, Oracle recommends the inter-NE network is set as the
XMI network and intra-NE network is set as the IMI network. If the primary
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interface (Replication_MP) SBR DB Replication Network interface goes down, use
the secondary network for sharing HA status to reduce the likelihood of a split
brain. This leads to DSR mate isolation from the active SBR and results in traffic
loss until SBR DB Replication Network is down.

Table 5-7 Replication Network

Name

Intra-NE Network

Inter-NE Network

HA_MP_Secondary

<IMI Network>

<XMI Network>

Replication_MP

<IMI Network>

<SBR DB Replication Network>

ComAgent

<IMI Network>

<SBR DB Replication Network>

HA_MP_Secondary

Replication_MP

ComAgent

INTERNALIMI | ¥ | INTERNALXMI |*

INTERNALIMI | v| Replication

INTERNALIMI | ~| Replication

If the dual-path HA configuration is not required:
The intra-NE network is set as the IMI network and inter-NE network is set as the
PCA replication network (configured in step 5. This may lead to a split database
scenario in case the SBR DB Replication Network interface goes down. Due to
this, an active SBR server in each site is in effect.

Table 5-8 Replication Network

Name

Intra-NE Network

Inter-NE Network

-

b

HA_MP_Secondary

<IMI Network>

<SBR DB Replication Network>

Replication_MP

<IMI Network>

<SBR DB Replication Network>

ComAgent

<IMI Network>

<SBR DB Replication Network>
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HA_MP_Secondary INTERNALIMI B Replication E|
Replication_MP INTERNALIMI B Replication E|

ComAgent INTERNALIMI B Replication E|

Click OK to apply the Service-to-Network selections.

7. In primary NOAM VIP GUI, insert the MP or IPFE server — Part 1.

a.
b.

C.
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Navigate to Configuration, and then Servers.
Click Insert to add the new MP or IPFE server into servers table.

Fill in the following values:
Hostname: <Hostname>

Role: MP

System ID: <Site System ID>

Hardware Profile: DSR Guest

Network Element Name: [Choose NE from list]

For the XMI network, type the MP's XMI IP address. Select the correct interface.
Leave the VLAN checkbox unmarked.

For the IMI network, type the MP's IMI IP address. Select the correct interface.
i. Leave the VLAN checkbox unmarked.

ii. For the Replication network, type the MP's XSI2 IP address. This is the IP address
should be used from the name defined in step 5. This name would be the same
name that is referred to as SBR DB Replication Network in step 6. Select the
correct interface.

For the XSI1 network, type the MP's XSI1 IP address. Select the correct interface.

® Note
Leave the VLAN checkbox unmarked.

For the XSI2 network, type the MP's XSI2 IP address. Select the correct interface.
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@ Note
* Leave the VLAN checkbox unmarked.

» If more XSI networks are configured, follow the same method of entry as
XSI1 and XSI2. All interfaces need to be added sequentially for any
server.

i. Add the following NTP servers:

Table 5-9 NTP Servers

NTP Server Preferred?
Valid NTP Server Yes
Valid NTP Server No
Valid NTP Server No

j- Click OK when all fields are filled in to finish MP server insertion.

@® Note

Properly configure the NTP on the controller node to reference lower stratum
NTP servers.

8. In primary NOAM VIP GUI, export the initial configuration.
a. Navigate to Configuration, and then Networking, and then Servers.

b. From the GUI screen, select the server that was just configured and click Export to
generate the initial configuration data for that server.

c. Go to the Info tab to confirm the file has been created.

9. In MP server, log into the MP.
Obtain a terminal window connection on the MP or IPFE server.

10. In the primary NOAM VIP GUI, copy configuration file to MP or IPFE server.
a. From the active NOAM console, login as the adrmusr user.
b. Run the following steps if the setup is IPv6:

e % sudo scp /var/TKLC/ db/fil engnt/ TKLCConf i gDat a. <host name>. sh
adnusr @i paddr >: / var/ TKLC db/ fi | engnt / TKLCConf i gDat a. sh

® Note
ipaddr is the IP address of MP/IPFE assigned to its ethx interface
associated with the xmi network.

e Obtain a terminal session to the MP or IPFE as an admusr.
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* Run the following commands on MP or IPFE shell:

$ sudo rm-f /[etc/sysconfig/network-scripts/ifcfg-eth*

$ sudo cp /var/ TKLC db/fil engnt/ TKLCConf i gDat a. . sh/ var/t np/
TKLCConf i gDat a. sh

Run the following command to setup IPv4:

$ sudo scp /var/ TKLC/ db/fil engnt/ TKLCConf i gDat a. <host name>. sh
adnusr @i paddr >: / var/ t np/ TKLCConf i gDat a. sh

® Note
ipaddr is the XMI IP address of the MP or IPFE.

11. In MP server, wait for configuration to complete.

a.

Obtain a terminal session on the MP or IPFE as the adnusr user.

The automatic configuration daemon looks for the file named TKLCConf i gDat a. sh in
the / var / t np directory, implements the configuration in the file, and prompts the user
to reboot the server.

If you are on the console, wait to be prompted to reboot the server, but DO NOT reboot
the server, it is rebooted later in this procedure.

Verify script completed successfully by checking the following file.

$ sudo cat /var/TKLC appw/ | ogs/ Process/install.log

@® Note

Ignore the warning about removing the USB key since no USB key is present.

12. In MP server, reboot the server.
Obtain a terminal session on the MP or IPFE as the adnusr user.

$ sudo init 6

Wait for server to reboot.

13. In MP server, verify server health.

a.

b.

After the reboot, login as the adnusr user.

Run the following command as super-user on the server and make sure that no errors
are returned:

$ sudo syscheck

Runni ng modul es in class hardware. ..
X

Runni ng modul es in class disk...
X
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Runni ng modul es in class net...

XK

Runni ng modul es in class system..
XK

Runni ng modul es in class proc...
XK

LOG LOCATI ON: /var/ TKLC | og/ syscheck/fail _|og

14. In MP server, delete auto-configured default route on MP and replace it with a Network
Route using the XMI Network.

® Note

This step is optional and should only be run to configure a default route on your
MP that uses a signaling (XSI) network instead of the XMI network. Not running
this step means a default route is not configurable on this MP and you have to
create separate network routes for each signaling network destination.

a. Loginto the MP as the adnusr user. Alternatively, you can log into the VM'’s console.
b. Determine <XM _Gat eway_| P> from your SO site network element information.

c. Gather the following items:
<NO_XMI_Network Address>

<NO_XMI_Network Netmask>

@® Note

You can either consult the XML files you imported earlier, or go to the NO GUI
and view these values from the Configuration, and then Networking, and
then Networks menu.

d. Create network routes to the NO’s XMI (OAM) network.
i. Navigate to NOAM VIP GUI ConfigurationNetworkingRoutes.
ii. Select the Specific MP.
iii. Click Insert.
iv. Enter details.
v. Click OK.

e. In MP console if sending SNMP traps from individual servers, create host routes to
customer SNMP trap destinations on the XMI network:

$ sudo /usr/TKLC pl at/bi n/ net Adm add - -rout e=host --
addr ess=<Cust oner NMS | P> --gat eway=<MP_XM _Gat eway | P_Address>

f. Route to <MP_XM _Interface> added.

g. Repeat for any existing customer NMS stations.
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h. Delete the existing default route:

$ sudo /usr/TKLC pl at/bin/net Adm del ete --route=default --
gat eway=<MP_XM _Gateway | P> --devi ce=<MP_XM _Interface>

Route to <MP_XM _I nt er f ace> removed.

i. In MP console, ping active NO XMI IP address to verify connectivity:
$ ping <ACTIVE_NO XM _I| P_Address>
PI NG 10.240.108.6 (10.240.108.6) 56(84) bytes of data.

64 bytes from 10.240.108.6: icnp_seq=1 ttl=64 tine=0.342 s
64 bytes from 10.240.108.6: icnp_seq=2 ttl=64 tine=0.247 s

j- In MP console, ping customer NMS Station(s):

$ ping <Custoner_NVS_| P>

PING 172.4.116.8 (172.4.118.8) 56(84) bytes of data.

64 bytes from172.4.116.8: icnp_seq=1 ttl=64 time=0.342 ns
64 bytes from172.4.116.8: icnp_seq=2 ttl=64 time=0.247 ns

k. If you do not get a response, then verify your network configuration. If you continue to
get failures, then halt the installation and contact Oracle customer support.

@® Note

Repeat steps 7 through 14 for all remaining MP (SBR, DA-MP, IPFE and
VSTP) servers.

Configure Places and Assign MP Servers to Places

This procedure adds places in the PCA, and DCA networks. This is applicable only for PCA
and DCA.

1. In primary NOAM VIP GUI, configure places.

a. Establish a GUI session on the NOAM by using the XMI VIP address. Login as the
gui admi n user.

b. Navigate to Configuration, and then Networking, and then Places.
c. Click Insert.

d. Fill in the fields as follows:
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Place

Field Value Description

Place Name * . Unique identifier used to label a Place. [Def:
ZombiePlace and space.] [Avalue is required.]

Parent * NONE B The Parent of this Place [Avalue is required.

Place Type * Site B The Type of this Place [Avalue is required.]

Place Name:<Site Name>
Parent: NONE
Place Type: Site

e. Repeat this step for each of the PCA or DCA Places (Sites) in the network.
See the Terminology section for more information on Sites & Places.

2. In NOAM VIP GUI, assign MP server to places.

a. Select the place configured in step 1 and click Edit.

Place Type * Site The Ty

Servers

("] ZombieNOAM1

ZombieNOAM . Availal
] ZombieNOAM2

) ] ZombieDRNOAM1 )
ZombieDRNOAM Availal

] ZombieDRNOAM2Z
] ZombieSOAMA1
) ] ZombieSOAM2 )
Zombie SOAM ) ) Availal
[¥] ZombieDAMP1

V| ZombieDAMP2

Ok Apply Cancel

b. Mark all the checkboxes for PCA/DCA DA-MP and SBR servers that are assigned to
this place.

c. Repeat this step for all other DA-MP or SBR servers you wish to assign to places.
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@® Note

All DA-MPs and SBR servers must be added to the Site Place that
corresponds to the physical location of the server.
See the Terminology section for more information on Sites & Places.

Configure the MP Server Group(s) and Profiles

This procedure configures MP server groups.

1. In primary NOAM VIP GUI, enter MP Server Group Data applicable to all C level servers
(DAMP, IPFE, VSTP, SBRs).

From the GUI session on the NOAM VIP address, navigate to Configuration, and
then Server Groups.

a.

Click Insert and fill out the following fields:
Server Group Name:[Server Group Name]

Level: C

Parent: [SOAM Server Group That is Parent To this MP]

Function: Select the Proper Function for this MP Server Group:

Table 5-10 MP Server Group

Server Group Function MPs Will Run Redundancy Model
DSR (multi-active cluster) Diameter Relay and Application Multiple MPs Active per SG
Services

DSR (active-standby pair)

Diameter Relay and Application 1 Active MP and 1 Standby MP/Per SG
Services

DSR Cloud Installation Guide
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IP Front End IPFE application 1 Active MP Per SG
SBR Policy and Charging Session/or 1 Active MP, 1 Standby MP, 2 Optional Spare
Policy Binding Function/Universal Per SG
SBR
STP VvSTP Multiple vSTP MP per SG
STPService VvSTP MP for the SMS Home Router feature.
For vSTP:

If configuring only vSTP application, ignore all other IPFE configuration. Currently,
there is no specific MP profile for vSTP MP.

@ Note

IPFE interaction with vSTP MP is not supported. There is no support of
TSA/Auto selection for vSTP MPs.

vSTP MP can co-exist with DA-MP under a SOAM but different server
group.
VSTP MP requires 8 GB of RAM.

VSTP STPService MP must be configured if the SMS Home Router
feature is activated by the user after the installation is complete.
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For PCA application:

*  Online Charging function(only)
At least one MP Server Group with the SBR function must be configured.

At least one MP Server Group with the DSR (multi-active cluster) function must
be configured.

* Policy DRA function
At least two MP Server Groups with the SBR function must be configured. One
stores session data and one stores binding data.

At least one MP Server Group with the DSR (multi-active cluster) function must
be configured.

WAN Replication Connection Count:
For non-Policy and Charging SBR Server Groups: Def aul t Val ue
For Policy and Charging Server Groups: 8

For the PCA application, the following types of MP Server Groups must be
configured:

DA-MP (Function: DSR (multi-active cluster))
SBR (Function: SBR)
IPFE (Function: IP Front End)

c. Click OK when all fields are filled.

2. In primary NOAM VIP GUI, repeat step 1 for any remaining MP and IPFE server groups
you wish to create.
For instance, when installing an IPFE, you need to create an IP front end server group for
each IPFE server.

3. In primary NOAM VIP GUI, edit the MP server groups to include MPs.

a. Navigate to Configuration, and then Server Groups, select a server group that you
just created, and click Edit.

b. Select the network element representing the MP server group you wish to edit.

c. Mark the Include in SG checkbox for every MP server you wish to include in this
server group. Leave other checkboxes blank.

Server SG Inclusion Preferred HA Role

DAMP1 (V] Include in SG [ Prefer server as spare

DAMP2 (V] Include in SG [] Prefer server as spare
® Note

Each IPFE and vSTP-MP server should be in its own server group.

d. Click OK.

4. In primary NOAM VIP GUI, edit the MP server group and add preferred spares for site
redundancy. This is an optional step, applicable only to PCA.
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If two-site redundancy for the Policy and Charging SBR Server Group is wanted, add a MP
server that is physically located in a separate site (location) to the server group by marking
the Include in SG checkbox and also mark the Preferred Spare checkbox.

Server SG Inclusion Preferred HA Role

SBR1 (] Include in SG V| Prefer server as spare

If three-site redundancy for the SBR MP server group is wanted, add two SBR MP servers
that are both physically located in separate sites (location) to the server group by marking
the Include in SG and Preferred Spare checkboxes for both servers.

@® Note

e The preferred spare servers should be different sites from the original server.
There should be servers from three separate sites (locations).

e There must first be non-preferred spare present in the server group before
adding the preferred spare.

For more information about site redundancy for Policy and Charging SBR Server Groups,
see the Terminology section.

Click OK to save.

In primary NOAM VIP GUI, repeat steps 1 through 4 for any remaining MP and IPFE
server groups you need to create.

In primary NOAM VIP GUI, wait for replication to complete on all MPs.
Wait for the alarm 10200: Renote Database re-initialization in progress to be
cleared and navigate to Alarms & Events, and then Active Alarms.

This should happen shortly after you have verified the Nor mDB status in the previous step.
In SOAM VIP GUI, assign profiles to DA-MPs from SOAM GUI.
a. Log into the GUI of the active SOAM server as the gui adm n user.

b. From the SO GUI, navigate to Diameter Common, and then MPs, and then Profiles
Assighments.

c. For each MP, select the proper profile assignment based on the MP’s type and the
function it serves:
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Configure the Signaling Network Routes

VM:10K_MPS
VM:6K_MPS

VM:8K_MPS

VM:12K_MPS
VM:14K_MPS
VM:16K_MPS
VM:18K_MPS
VM:21K_MPS
VM:24K_MPS
VM:27K_MPS

d. When finished, click Assign.
In primary NOAM VIP GUI, restart MP VM.

a. From the NOAM GUI, navigate to Status & Manage, and then Server.

b. For each MP server:
i. Selectthe MP server.

ii. Click Restart.

iii. Click OK on the confirmation screen. Wait for the message that tells you that the

restart was successful.

Policy and Charging DRA/DCA Installations: You may continue to see alarms

related to ComAgent until you complete PCA/DCA installation.

5.1 Configure the Signaling Network Routes

This procedure configures signaling network routes on MP-type servers (DA-MP, IPFE, SBR,

etc.).
1. Establish a GUI session on the NOAM by using the NOAM VIP address. Log in as the
gui admi n user.
2. In NOAM VIP, navigate to routes configuration screen.
a. Navigate to Configuration, and then Networking, and then Network, and then
Routes.
b. Select the first MP Server you see listed on the first row of tabs as shown and click the
Entire Server Group link. Initially, no routes should display.
Entire Hetwork D& _SG  IPFE1_SG  IPFE2_SG  NO_SG  SBRb_SG  SBRs_SG  S0_SG  S87_SG
NO1 NO2 S01 i DAMP AMP2 IPFE1 IPFE2 SSTMP SBR-b SBR-= SSTMP2
Route Type Destination Metmask Gateway Device Hame Route Scope Configuration Status  Is Locked?
default 0.0.0.0 10.196.227.1 ath Server Discovered Locked
3. Click Insert at the bottom of the screen to add additional routes.
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4. In primary NOAM VIP GUI, add default route for MPs going through signaling network
gateway.

® Note

This is an optional step. Only perform this step if you performed Configure the MP
Virtual Machines. That is if you have deleted default XMl route and plan to replace
it with default XSI routes.

To delete the existing default route:

a. Log in to the PRIMARY NOAM VIP GUI.

b. Navigate to Configuration, and then Networking, and then Networks.
c. Select the specific SO tab.

d. Select the XMI network and click Unlock. Click OK.

e. Navigate to Configuration, and then Networking, and then Routes.

f. Select the Specific MP XMI route and click Delete.

g. Click OK.

h. Repeat the above steps for all required MPs to delete the XMI routes.

i. Navigate to Configuration, and then Networking, and then Networks.
j. Select the respective SOAM tab.

k. Select the XMI network and click Lock.

. Click OK.
If your MP servers no longer have a default route, then you can insert a default route
here, which uses one of the signaling network gateways.
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Insert Route on DAMP1

Field Value Description
) Net

Route Type * (@) Defautt Select a route type. [Default = NAA. Options = Met,
) Host

Select the network device name through which tre

Device ' [giy T[] Seectme netnorkd
Destination The destination network address. [Default = NJALF
Hetmask A valid netmask for the network route destination |
Gateway IP * The IP address of the gateway for this route. [Def:

Ok Apply Cancel

Route Type: Default

Device: Select the signaling device directly attached to the network where the XSl
default gateway resides.

Gateway IP: The XSI gateway you wish to use for default signaling network access.
m. Click OK.
5. In primary NOAM VIP GUI, add network routes for diameter peers.

a. Use this step to add IP4 and/or IPv6 routes to Diameter peer destination networks.
The goal for this step is to ensure Diameter traffic uses the gateway(s) on the signaling
networks.

Insert Route on BuenosAires-DAMP1

Field Value Description
‘,:"Net

Route Type ' Default
_Host *

Select a route type. [Default = N/A. Options = Net, Default, Host. You can configure at most one
IPV4 default route and one IPV6 default route on a given target machine.]

Select the network device name through which traffic is being routed. The selction of AUTO will
Device eth2 vix result in the device being selected automatically, if possible. [Default = N/A. Range = Provisioned
devices on the selected server.

DT ‘ The destination network address. [Default = N/A. Range = Valid Network Address of the network
in dotted decimal (IPv4) or colon hex (IPv6) format ]

N ‘ A valid netmask for the network route destination IP address. [Default = N/A. Range = Valid
Netmask for the network in prefix length (IPv4 or IPv6) or dotted decimal (IPv4) format.]

., The IP address of the gateway for this route. [Default = N/A. Range = Valid IP address of the
gateway in dotted decimal (IPv4) or colon hex (IPv6) format ]

Gateway IP |

Route Type: Net

Device: Select the appropriate signaling interface that is used to connect to that
network
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Destination: Type the Network ID of network to which the peer node is connected to
Netmask: Type the corresponding Netmask
Gateway IP: Type the IP of the customer gateway.

b. If you have more routes to enter, click Apply to save the current route entry. Repeat
this step to enter more routes.

c. If you have finished entering routes, click OK to save the latest route and leave this
screen.

6. Repeat steps 2-5 for all other MP server groups.

The routes entered in this procedure should now be configured on all MPs in the server
group for the first MP you selected. If you have additional MP server groups, repeat from
step 2 but this time, select an MP from the next MP server group. Continue until you have
covered all MP server groups.

5.2 Configure DSCP Values for Outgoing Traffic

This procedure configures the DSCP values for outgoing packets on servers. DSCP values
can be applied to an outbound interface as a whole, or to all outbound traffic using a specific
TCP or SCTP source port. This step is optional and should only be executed if has been
decided that your network uses packet DSCP markings for Quality-of-Service purposes.

1. Establish a GUI session on the NOAM by using the NOAM VIP address. Login as the
gui admi n user.

2. In primary NOAM VIP GUI, option 1 is to configure interface DSCP.

@ Note

The values displayed in the screenshots are for demonstration purposes only. The
exact DSCP values for your site will vary.

a. Navigate to Configuration, and then Networking, and then DSCP, and then Interface
DSCP.

b. Select the server to configure from the list of servers on the 2nd line. You can view all
servers with Entire Network selected; or limit yourself to a particular server group by
clicking on the server group name's tab.

c. Click Insert.

Entire Hetwork DA_SG  IPFE1_SG  IPFE2_SG MO_SG  SBRb_SG  SBRs_SG  S0_SG  S57_SG

HO1 NO2 SO1  DaMP1 DAMPZ  IPFE1 IPFEZ ~ SS7MP1 SBR-b SBR-s SSTMP2

Interface DSCP Protocol Scope

d. Select the network Interface from the list, and type the DSCP value to apply to
packets leaving this interface.
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Main Menu: Configuration -> DSC
nfo* |

Insert DSCP by Interface on Zombiel

The sen
Intertace* eth3 =

Note: Too
pscp* 34 Avald DS
Protocol* TCP |w TCP o SC

Ok Apply Cancel

e. Click OK if there are no more interfaces on this server to configure, or Apply to finish
this interface and continue with more interfaces by selecting them from the list and
typing their DSCP values.

3. Inprimary NOAM VIP GUI, option 2 is to configure port DSCP.

@® Note

The values displayed in the screenshots are for demonstration purposes only. The
exact DSCP values for your site varies.

a. Navigate to Configuration, and then Networking, and then DSCP, and then Port
DSCP.

b. Select the server to configure from the list of servers on the 2nd line. You can view all
servers with Entire Network selected or limit yourself to a particular server group by
clicking on the server group name's tab.

c. Click Insert.

Main Menu: Configuration -> DSCP > Port DSCP

Entire Hetwork @ DA_SG  IPFE1_SG IPFE2_SG NO_SG  SBRb_SG  SBRs_SG  S0_SG  S57_SG
HO1 NO2  SO1  DAMPT DAMP2  IPFET IPFE2  SSYMP1 SBR-b SBR-s  SSTMP2

Port DSCP Protocol Scope
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d. Type the source Port and DSCP value, and select the transport Protocol.

Main Menu: Configuration -> DSCP -> Port DSCI

Insert DSCP by Port on ZombieNOAM2

Port* 3568 Avalid TCP or SCTP port. [Default
DSCP* 15 Avalid DSCP value. [Default = N/A
Protocol* TCP B TCP or SCTP protocol. [Default="

Ok Apply Cancel

e. Click OK if there are no more port DSCPs on this server to configure, or Apply to
finish this port entry and continue entering more port DSCP mappings.

® Note

Repeat steps 2-3 for all remaining servers.

5.3 Configure IP Front End

If the DSR guest type is IPFE, see Performance Tuning Recommended .

This procedure configures IP Front End (IPFE) and optimizes performance.
1. Logintothe SOAM VIP GUI as the guiadmin user.
2. In SOAM VIP, configuration of replication IPFE association data.

a. Navigate to IPFE, and then Configuration, and then Options.

b. Type the IP address of the 1st IPFE in the IPFE-A1 IP Address field and the IP
address of the 2nd IPFE in the IPFE-A2 IP Address field.

c. If applicable, type the address of the 3rd and 4th IPFE servers in IPFE-B1 IP Address
and IPFE-B2 IP Address fields.
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Variable Value Description

Inter-IPFE Synchronization

IPv4 or IPv6 address of IPFE-A1
IPFE-A1IP Add 169.254.1.26 - IPFE1 B .
airess This selection is disabled when a Target Set has IPFE-A1 selected as Active,
IPv4 or IPv6 address of IPFE-A2
IPFE-AZIP Address Hasles /ol This selection is disabled when a Target Set has IPFE-A2 selected as Active.
IPv4 or IPvB address of IPFE-B1.
3 < =
IPFE-B1IP Address Lnset B This selection is disabled when a Target Set has IPFE-B1 selected as Active
IPv4 or IPvG address of IPFE-B2.
IPFE-B2 IP Addi < e B
dress Hnee This selection is disabled when a Target Set has IPFE-B2 selected as Active
® Note

e Itis recommended that the address resides on the IMI (Internal Management
Interface) network.

« IPFE-A1 and IPFE-A2 must have connectivity between each other using
these addresses. The same applies to IPFE-B1 and IPFE-B2.

3. In SOAM VIP, configuration of IPFE target sets (Part 1).

a.
b.

C.

Log into the SOAM VIP GUI as the gui adni n user.
Navigate to IPFE, and then Configuration, and then Target Sets.

Click either Insert IPv4 or Insert IPv6 depending on the IP version of the target set
you plan to use.
This screen displays the following configurable settings:

Protocols: Protocols the target set supports.

Delete Age: Specifies when the IPFE should remove its association data for a
connection. Any packets presenting a source IP address/port combination that had
been previously stored as association state but have been idle longer than the Delete
Age configuration are treated as a new connection and does not automatically go to
the same application server.

Load Balance Algorithm: Hash or Least Load options.

@® Note

» For the IPFE to provide Least Load distribution, navigate to IPFE, and then
Configuration, and then Options. Monitoring Protocol must be set to
Heartbeat so the application servers can provide the load information the IPFE
uses to select the least-loaded server for connections.

* The Least Load option is the default setting, and is the recommended option
with exception of unique backward compatibility scenarios.

4. In SOAM VIP, configuration of IPFE target sets (Part 2).

a.
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connections have Reserved Ingress MPS set to something other than the default,
which is 0. To configure Reserved Ingress MPS, navigate to Main Menu, and then
Diameter, and then Configuration, and then Configuration Sets, and then Capacity
Configuration. If you choose not to use Reserved Ingress MPS, set MPS Factor to
0, and Connection Count Factor, described below, to 100.

Connection Count Factor: This is the other component of the least load algorithm.
This field allows you to set it from O (not used in load calculations) to 100 (the only
component used for load calculations). Increase this setting if connection storms (the
arrival of many connections at a very rapid rate) are a concern.

Allowed Deviation: Percentage within which two application server's load calculation
results are considered to be equal. If very short, intense connection bursts are
expected to occur, increase the value to smooth out the distribution.

Primary Public IP Address: IP address for the target set.

® Note

This address must reside on the XSI (External Signaling Interface) network
because it is used by the application clients to reach the application servers.
This address must not be a real interface address (that is, must not be
associated with a network interface card).

Active IPFE: IPFE to handle the traffic for the target set address.

Secondary Public IP Address: If this target set supports either multi-homed SCTP or
Both TCP and SCTP, provide a Secondary IP Address.

@® Note

e A secondary address is required to support SCTP multi-homing. A
secondary address can support TCP, but the TCP connections are not
multi-homed.

e If SCTP multi-homing is to be supported, select the mate IPFE of the
Active IPFE for the Active IPFE for secondary address to ensure SCTP
failover functions as designed.

Target Set IP List: Select an IP address, a secondary IP address if supporting SCTP
multi-homing, a description, and a weight for the application server.
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The IP address must be on the XSI network since they must be on the
same network as the target set address. This address must also
match the IP version of the target set address (IPv4 or IPv6). If the
Secondary Public IP Address is configured, it must reside on the
same application server as the first IP address.

A port must be created to associate the IP that needs to be used as
TSA IP in cloud. Create a port using the following command:

neutron port-create <xsi network-id>

The command results in an IP that can be used as TSA IP.

If all application servers have an equal weight (for example, 100,
which is the default), they have an equal chance of being selected.
Application servers with larger weights have a greater chance of being
selected.

b. Click Add to add more application servers (up to 16).

c. Click Apply.

5. In SOAM VIP, repeat for additional configuration of IPFE target sets.

Repeat steps 3 and 4 for each target set (up to 16).
At least one target set must be configured.

5.4 Configure the Desired MTU value

By default DSR defines
bytes. If the configured
negotiated on it is 1500

MTU size of all its management and/or signaling networks as 1500
virtual network(s) on cloud is VXLAN based and MTU size defined/
bytes, then we need to accommodate VXLAN header (size 65 bytes)

within these 1500 bytes.
This procedure configures the desired MTU value.

1. Verify the MTU on DSR system, by running the following command:

i gt -pE NetworkDeviceQption

Sample output:

Devi ceOption_| D=0 Keywor d=MIU Devi ce_| D=0 Val ue=1500

Devi ceOption_I D=1 Keywor d=boot Proto Devi ce_|I D=0 Val ue=none
Devi ceOpti on_I D=2 Keywor d=onboot Devi ce_| D=0 Val ue=yes

Devi ceOpti on_I D=3 Keywor d=MIU Devi ce_| D=1 Val ue=1500

Devi ceOpti on_I| D=4 Keywor d=boot Proto Devi ce_I D=1 Val ue=none
Devi ceOpti on_I D=5 Keywor d=onboot Device_| D=1 Val ue=yes

Devi ceOption_| D=6 Keywor d=MIU Devi ce_| D=2 Val ue=1500

Devi ceOpti on_| D=7 Keywor d=boot Proto Devi ce_| D=2 Val ue=none
Devi ceOpti on_I D=8 Keywor d=onboot Device_| D=2 Val ue=yes

Devi ceOption_I D=9 Keywor d=MIU Devi ce_| D=3 Val ue=1500

Devi ceOpti on_I D=10 Keywor d=boot Proto Devi ce_| D=3 Val ue=none
Devi ceOpti on_I D=11 Keywor d=onboot Device_|I D=3 Val ue=yes
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Devi ceOption_| D=12 Keywor d=MTU Devi ce_| D=4 Val ue=1500
Devi ceOpti on_| D=13 Keywor d=boot Prot o Devi ce_| D=4 Val ue=none
Devi ceOpti on_| D=14 Keywor d=onboot Device | D=4 Val ue=yes

Change the MTU value on DSR system.

This is an optional step.
If the MTU value is 1500 bytes, change it to 1435 bytes, by executing:

sudo iset -fVal ue=1435 NetworkDevi ceQption where “Keyword='"MIU "
=== changed 256 records ===

Wait for few minutes.

Verify the MTU value on DSR system by running the following command:

i p addr

Sample output:

1. lo: <LOOPBACK, UP, LONER UP> ntu 65536 qdi sc noqueue state UNKNOWN | i nk/
| oopback 00:00: 00: 00: 00: 00 brd 00: 00: 00: 00: 00: 00 inet 127.0.0.1/8 scope
host 1o inet6 ::1/128 scope host valid_Ift forever preferred_|ft forever
2: control: <BROADCAST, MULTI CAST, UP, LOAER UP> ntu 1450 qdisc pfifo_fast
state UP glen 1000 link/ether 02:79:b5:f7:65:0e brd ff.ff:ff:ff:ff:ff inet
192.168.1.32/24 brd 192. 168. 1. 255 scope gl obal control inet6

fe80::79: b5ff:fef7:.650e/ 64 scope |ink valid |ft forever preferred |ft
forever

3: xm: <BROADCAST, MULTI CAST, UP, LOWER UP> ntu 1435 qdisc pfifo_fast state
UP gl en 1000 link/ether 02:90:04:c6:3b:el brd ff:ff:ff:ff.ff:ff inet

10. 75.198.37/25 brd 10.75.198. 127 scope gl obal xm inet 10.75.198.4/25
scope gl obal secondary xm inet6 2606: b400: 605: b821: 90: 4f f: f ec6: 3bel/ 64
scope global dynamic valid_ |ft 2591870sec preferred |ft 604670sec inet6
fe80::90: 4ff: fec6: 3bel/ 64 scope link valid_|Ift forever preferred_|ft
forever

4. im: <BROADCAST, MILTI CAST, UP, LOAER UP> nmtu 1435 qdisc pfifo_fast state
UP gl en 1000 Iink/ether 02:3b:48:96:3c:61 brd ff:ff:ff:ff.ff:ff inet
192.168.100. 32/ 24 brd 192. 168. 100. 255 scope global im inet6
fe80::3b: 48ff: fe96: 3c61/64 scope link valid_|ft forever preferred_|ft
forever

Verify on all nodes:

i gt -pE NetworkDeviceQption

Sample output:

Devi ceOption_I D=0 Keywor d=MIU Devi ce_| D=0 Val ue=1435

Devi ceOption_I D=1 Keywor d=boot Proto Devi ce_I D=0 Val ue=none
Devi ceOpti on_I D=2 Keywor d=onboot Devi ce_| D=0 Val ue=yes

Devi ceOption_I D=3 Keywor d=MIU Devi ce_| D=1 Val ue=1435

Devi ceOpti on_I D=4 Keywor d=boot Proto Devi ce_I D=1 Val ue=none
Devi ceOpti on_I D=5 Keywor d=onboot Device_| D=1 Val ue=yes

Devi ceOption_| D=6 Keyword=MIU Devi ce_| D=2 Val ue=1435
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Devi ceOpti on_| D=7 Keywor d=boot Proto Devi ce_| D=2 Val ue=none
Devi ceOpti on_| D=8 Keywor d=onboot Device_| D=2 Val ue=yes

Devi ceOpti on_| D=9 Keywor d=MIU Devi ce_| D=3 Val ue=1435

Devi ceOpti on_| D=10 Keywor d=boot Proto Device_| D=3 Val ue=none
Devi ceOption_| D=11 Keywor d=onboot Device | D=3 Val ue=yes

Devi ceOption_| D=12 Keywor d=MTU Devi ce_| D=4 Val ue=1435

Devi ceOpti on_| D=13 Keywor d=boot Prot o Devi ce_| D=4 Val ue=none
Devi ceOpti on_| D=14 Keywor d=onboot Device | D=4 Val ue=yes

5.5 IDIH Deployment Using VNFM

For IDIH 9.2 installation, refer Oracle CommunicationsVirtual Network Functions Manager
Installation and User Guide 6.2 version.

5.5.1 IDIH Deployment on KVM with RAW Images

Perform the following procedure to set up the VMs (Virtual Machine):

1. Log in to KVM host machine.

2. Navigate to a directory where enough space is available.
Refer the following table for flavors:

Table 5-11 IDIH Flavor Value

Flavor Name VCPUs RAM(GB) Root Disk(GB) Ephemeral Swap Disk
kafka_flavor 6 16 170 0 0
Mysql-DB- 6 16 220 0 0
DataNode

service_profile 6 16 120 0 0

3. Create empty qcow?2 image files for MySQL, Kafka, and services.
a. genu-ing create -f gcow2 idih-nysql.qcow2 220G
b. gemu-inmg create -f gcow? idih-kafka.gcow2 170G
c. genu-ing create -f gcow?2 idih-service.qcow2 120G
4. Copy the O acl eLi nux- R8- U9- x86_64- dvd. i so file to host machine.

5. Create MySQL VM, Kafka VM, and Service VM by running the following commands on
host machine.

virt-install \
--name idih-nysql \
--ram 16384 \
--vcpus 6\
--di sk pat h=i di h-nysqgl . qgcow?, si ze=220, f or mat =qgcow2 \
--0s-type linux \
--o0s-variant 0l8.0\
--network network=default \
--graphi cs none \
--location O acl eLi nux- R8- UL0- x86_64-dvd.iso \
--extra-args 'consol e=ttyS0
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virt-install \

--nane idi h-kafka \

--ram 16384 \

--vcpus 6\

--di sk pat h=i di h- kaf ka. qcow?, si ze=170, f or mat =qcow2 \
--0s-type linux \

--o0s-variant 0l8.0\

--network network=default \

--graphi cs none \

--location OaclelLi nux- R8- UL0-x86_64-dvd.iso \
--extra-args 'consol e=ttyS0

virt-install \
--nane idih-service \
--ram 16384 \
--vcpus 6\
--di sk path=i di h-service. gcow?, si ze=120, f or mat =qcow2 \
--0s-type linux \
--o0s-variant 0l8.0\
--network network=default \
--graphi cs none \
--location OaclelLi nux- R8- UL0-x86_64-dvd.iso \
--extra-args 'consol e=ttyS0

® Note

The installation process is interactive, and the user must complete all the steps
marked with [ ! ] by selecting the options one at a time.

Figure 5-1 Installation

Installation

1) [x] Language settings 2) [x] Time settings
(English (United States)) (America/New York timezone)
3) [!] Installation source 4) [!] Software selection
(Processing...) (Processing...)
5) [!'] Installation Destination 6) [x] Kdump

(Processing...) (Kdump 1s e
7) [!'] Network configuration 8) [!] Root password

(Not cr cted) (Root account i1s disabled.)
9) [!] User creation

(No user will be created)

Please make a selection from the above ['b' to begin installation, 'q' to quit,
'r' to refresh]: 3
[anaconda]l:main* 2:shell 3:log 4:storage-log >Switch tab: Alt+Tab | Help: F1

6. Select a source type from the following installation sources:
e CD/DVD
e Local ISO file

¢ Network
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Figure 5-2 Installation Source

Installation source

Choose an 1installation source type.
1) CD/DVD
2) local ISO file

3) Network

Please make a selection from the above ['c' to continue, 'gq' to quit, 'r' to
refresh]: 2
[anaconda]l:main* 2:shell 3:log 4:storage-log >Switch tab: Alt+Tab

Select a device containing the ISO file. After selection of ISO file, the installation process
initiates.

Figure 5-3 ISO File

Select device containing the ISO file
1) /dev/vdal (1024 MiB) xfs fd4cadc7-7bc9-4088-be3f-aa785ca24132
Please make a selection from the above ['c' to continue, 'q' to quit, 'r' to

refresh]: ¢
[anacondall:main* 2:shell 3:loa 4:storaae-loa >Switch tab: Alt+Tab | Help: F1

Wait for the processing to complete. Press "r" to refresh and check if step 3 is completed
before proceeding to step 4.

Figure 5-4 Installation process

Installation

1) [x] Language settings 2) [x] Time settings
(English (United States)) (America/New_York timezone)
3) [x] Installation source 4) [!] Software selection
(Local media) (Source changed - please verify)
Installation Destination 6) [x] Kdump
(Automatic partitioning (Kdump is enabled)
selected)
Network configuration 8) [!] Root password
(Not connected) (Root account 1is disabled.)
User creation
(No user will be created)

make a selection from the above ['b' to begin installation, 'q' to quit,
o h: 4

Select a software from the following base environment:
a. Server with GUI

b. Server

c. Minimal Install

d. Workstation

e. Custom Operating System

f.  Virtualization Host
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Software selection

Base environment

1) [ ] Server with GUI

2) [x] Server
3) [ 1] Minimal Install

Chapter 5
IDIH Deployment Using VNFM

Workstation
Custom Operating System
Virtualization Host

4) [ 1]
5) [ 1]
6) [ ]

Please make a selection from the above ['c' to continue, 'q' to quit, 'r' to

10. Select Additional Software for the selected environment:

Figure 5-6 Additional Software

Software selection

Additional software for selected environment

] Hardware Monitoring Utilities 15)
] Windows File Server 16)
1 Debugging Tools 17)
1 DNS Name Server 18)
1 File and Storage Server 19)
] FTP Server 20)
1 GNOME 21}
1 Guest Agents
] Infiniband Support

B) [ 1 Mail Server
11) [ ] MNetwork File System Client
12) [ ] Network Servers
13) [ 1 Performance Tools
14) [ ] Remote Management for Linux

[
[
[
) [
) [
[
[
[
[

Please make a selection from the above ['c'
refreshl: c

[

to continue, 'g' to quit,

[
[
[
[
[
[ ]
[
[ 1 RPM De
[
[
[
[

Virtualization Hypervisor

] Basic Web Server

Legacy UNIX Compatibility

] Container Management

Development Tools

-NET Core Development
Graphical Administration Tools
Headless Management

lopment Tools
Scientific Support

] Security Tools

Smart Card Support
System Tools

irtiko

11. Wait a moment for the processing to complete, then press "r" to refresh and confirm that

step 4 is marked as complete.

Figure 5-7 Installation

Installation
1) [x]
3) [x]
SN

Language settings
(English (United States))
Installation source
(Local media)
Installation Destination
(Automatic partitioning
selected)

Network configuration
(Not con ted)

User creation

(No user will be created)

il

Time settings
(America/New_York timezone)
Software selection

(Server)

Kdump

(Kdump 1is enc

Root password
(Root account i1s disabled.)

make a selection from the above ['b' to begin installation, 'q' to quit,

rafrach

12. Proceed with the next steps, and once all the steps are marked with [x], press "b" to start

the installation.
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Figure 5-8
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Installation

Installation

1)
3)

5)

7)
9)

et

Installation Destination is selected during the probing storage.

[x] Language settings
(English (United States))
Installation source
(Local media)
Installation Destination
(Automatic partitioning
selected)

Network configuration
(Not connected

User creation

(No user will be created)

Time settings
(America/New_York timezone)
Software selection

(Server)

Kdump

(Kdump is ena

[x]
[!]

[ ]
[!]

Root password
(Root account 1is disabled.)

make a selection from the above ['b' to begin installation,

'q' to quit,
: B

Figure 5-9 Probing storage

Probing storage...

Installation Destination

1)

[x] DISK: 120 GiB (vda)

1 disk selected; 120 G1B capacity; 1023 KiB free

Please make a selection from the above ['c'

13. For

ass

to continue, 'q' to quit, 'r' to

partitioning options, select the space to be used for the install target or manually
ign mount points.

Figure 5-10 Partitioning Options

Partitioning Options

1)
2)
3)
4)

Ins

Ple
ref

[ ] Replace Existing Linux system(s)
[x] Use A1l Space

[ ] Use Free Space

[ 1 Manually assign mount points

tallation requires partitioning of your hard drive. Select what space to use
the install target or manually assign mount points.

ase make a selection from the above ['c' to continue,
resh]: c

'q' to quit, 'r' to

14. Select a Partition Scheme Configuration from the following options:

a.
b.

C.
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Figure 5-11 Partitioning Scheme Options

Partition Scheme Options

1) [ ] Standard Partition
2) [x] LVM
3) [ 1 LVM Thin Provisioning

Select a partition scheme configuration.

Please make a selection from the above ['c' to continue, 'gq' to quit, 'r' to

15. Set a strong password for the root user and confirm.

Figure 5-12 Set password for root user

Please make a selection from the above ['b' to begin installation, 'q' to quit,
‘r' to refresh]: 8

Root password

Please select new root password. You will have to type it twice.

Password:
After selection of the password, the installation procedure initiates.

Figure 5-13 Begin Installation

Installation

1) [x] Language settings Time settings

(English (United States)) (America/New_York timezone)
3) [x] Installation source Software selection

(Local media) (Server)

Installation Destination Kdump

(Automatic partitioning (Kdump is enabled)
selected)

Network configuration Root password

\ ] (Password 1is set.)
User creation

(No user will be created)

make a selection from the above ['b' to begin installation, 'q' to quit,

Writing network configuration in progress.
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16.
17.

18.

19.
20.
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Figure 5-14 Writing network configuration

Writing network configuration

ng users

iring addons
Executing com_redhat_kdump addon
Executing org_fedora_oscap addon

Generating initramfs

Storing configuration files and kickstarts

Running post-installation scripts
Installation complete

Use of this product 1s subject to the license agreement found at:
/usr/share/oraclelinux-release/EULA

Installation complete. Press ENTER to

Press Enter Key to quit.

User must add 3 network interfaces for each VM, xmi, imi, and xsi. Shut down the VM and
follow the following steps if you encounter a "No PCI slots available" error while adding any
interface.

@® Note

This step is optional, user must add controller only if they encounter "No PCI slots
available"error while adding an interface.

Run the following command to add the controller:

virsh edit <vm name> and add bel ow controller after index=7

<controller type='pci' index="8" nodel =" pcie-root-port'>

<nodel name='pcie-root-port'/>

<target chassis='8" port=' 0xf'/>

<address type='pci' domai n=' 0x0000' bus='0x00" sl ot="0x01
function='0x7'/>
</controller>

Turn on the VM after controller is added.

Log in to the host machine with a valid username and password.
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Figure 5-15 Login Page

Oracle Linux Server
User name

raoti

Password

ssssnses @

» Cther options

Server: sentinel6-17.us.oracle.com

Log in with your server user account.

After signing in, the system will automatically open the Overview page.

Figure 5-16 Overview

el
6-17.us.oracl... @ Halp = v
Overview )
sentinel6-17.us.oracle.com running Oracle Linux Server 8.9 Reboot | +
Health Usage
W Security updates available CPU 1 2% of 128 CPUs
& Last successful login: May 15, 12:53 PM Memory - 130/ 750 GiB
o
Wiew metrics and history
System information Configuration
Madel Oracle Corporation ORACLE SERVER X9-2 Hostname sentinels- 17 us.oracle.com edit

21. Click Virtual machines and search for the i di h-nysgql VM. Go to Network interfaces
section, click Add Network Interface, select value as shown in the following screenshot,
and click Add.
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Figure 5-17 Add Virtual Network Interface

Add virtual network interface X
Interface type (3 Bridge to LAN -

|
Source ®mi b
Model virtio (Linux, perf) A
MAC address ® Generate automatically O Setmanually
Persistence Alwavs attach

Add Cancel

22. Apply the same process to the IMI and XSl interfaces. The following screenshot displays
all the interfaces.

Figure 5-18 Interfaces

Type Model type  MAC address IP address Source State
bridge virtio 52:54:00:37.9f5a inet 192.1681.254/24  Bri imi up Unplug Edit H
dg
inat fe80:5054:fffe3V: e
6 ofSafeq
TA  wnet?025
p
dev
ice
bridge virtia 52:54:00:b1:aa:b0 inet 10.75.249.228/37 Bri xmi up Unplug Edit
dg
inet fe80:.5054:fffebl: e
6 aab0y/64
TA  wnet7024
P
dev
ice
bridge wirtio 52:584:00:26:65:50 inet 10.196.84.62/27 Bri wsil up Unplug Edit :
dg
inet fe80:5054:fffeef: e
[ BREOMRA

23. Log in to the VM through CLI. You can change the hostname of the VM by editing the
following command. Provide a name of your preference.

- vi [etc/hostname

24. Assign a valid IP address for all the three interfaces for the three VMs created.

25. Runifconfi g command and take a note of device names -enp1s0, enp7s0, and enp8s0.
Here, enp1s0 represents xmi, enp7s0 represents imi, and enp8s0 represents xsi.

26. Run the following command, it will display the status as "disconnected" for all the
interfaces.

nmeli dev status

27. To assign an IP addresss to enp1s0, run the following command:

nncli con edit enplsO
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28.

29.

30.

31.
32.
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If you get an error, then most likely the device is not up. You can bring it up by running the
following command:

nncli dev up enplsO

After the device is up, re-run the following command. Prompt must be visible as shown in
the below screenshot:

nncli con edit enplsO. nncli

Figure 5-19 Prompt

===| nmcli interactive connection editor |===

Editing existing '802-3-ethernet' connection: 'enpls0'

Type 'help' or '?' for available commands.
Type 'print' to show all the connection properties.
Type 'describe [<setting>.<prop>]' for detailed property description.

You may edit the following settings: connection, 802-3-ethernet (ethernet), 802-1x, dcb, sriov, ethtool, match, ipv4, ipv6, hostname, tc, proxy
nmcli>

a. Perform the following steps to assign the IP address to enp1s0:
i. Setipv4.addresses <ip-address>
ii. setipv4.gateway <gateway-ip>
iii. Save and quit.

b. You can type printin nncli prompt to verify the assigned IP.

c. Apply the same steps for enp7s0 and enp8s0 interfaces.

Ensure that onboot =yes in the following / et ¢/ sysconfi g/ net wor k-scri pts/ifcfg-
enplsoO ile.

Restart the VM and check if IP addresses are assigned with help of i f confi g.

Figure 5-20 ifconfig

enplso:

RX err ped 8 overru
TX packets 59045170 5 9
TX @ drop

txqueuelen 1000

Repeat steps 8 to 13 for IDIH Kafka and IDIH Service VMs.
Ensure that you are able to reach the IMI IPs of Mysgl VM and Kafka VM from Service VM.
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Installation Package Download and Extraction

The installation TAR file can be downloaded on any of the three VMs. After downloaded,
extract (untar) the TAR file.

Directory Structure

After extraction, the directory structure will appear as follows:

Figure 5-21 Directory Structure

idih-deployment/
L— raw-artifacts/
— MySql/
— rpms
scripts
setup-mysql.sh
ka/
jmx_exporter
rpms
scripts
setup-kafka.sh
vices/
alertmanager
cnidih_VM.yaml
config
rpms
scripts
setup-service.sh
snmp
tars
store

[T

NIRRT

|

|

|

— Kaf
|

|

|

|

[ —

w
)
=

RENNEENNA

Deployment of Components Across VMs
Distribute the extracted directories to their respective VMs as follows:

e Copy the MySql directory to the MySQL VM at any preferred location.
e Copy the Kafka directory to the Kafka VM at any preferred location.

«  Copy the Services directory to the Services VM at any preferred location.

MySQL Setup
Perform the following steps to set up MySQL on the MySQL VM:

1. Access the MySQL VM:
a. Login and navigate to the MySQL directory.
b. Runthe MySQL Setup Script
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i. Locate setup-nysql.sh.

ii. Run the below command to run the script:

.I'setup-nysql . sh

c. Configuration During Execution: Enter the IMI IP of the MySQL VM when prompted for
the MySQL bind address.
Completion: After the script is complete, MySQL will be successfully set up on the VM.

Kafka Setup
Perform the following steps to set up Kafka on the Kafka VM:

1. Access the Kafka VM: Log in and navigate to the Kafka directory.
2. Run the Kafka Setup Script:
a. Locate the setup-kafka.sh script

b. Run the below command for the script:

./ set up- kaf ka. sh

3. Configuration during execution:

a. When prompted, enter the Kafka IMI IP and Kafka XSI IP. when prompted by the
script.

b. Kafka and Kraft services will be initiated on the specified IPs.
After the successful health check is completed, Kafka will be successfully set up on VM.

4. Optional step, only if you need to use Kafka XMI IP instead of the default Kafka IMI IP for
communication with DSR.

a. Uncomment:

advertised.|isteners=I NTERNAL_PLAI NTEXT: //

192.168. 1.237: 9092, | NTERNAL_SSL://192. 168. 1. 237: 9093, EXTERNAL: / /
[kaf ka_xmi]:9094 line in broker.properties file(path: /opt/kafkal
config) and replace[kafka_xnmi] with Kafka XM |P

b. Comment:

advertised. |isteners=I NTERNAL PLAI NTEXT: //
192.168. 1. 237: 9092, | NTERNAL_SSL: //192. 168. 1. 237: 9093, EXTERNAL://
10. 196. 84. 46: 9094 i ne.

c. Run the below commands to restart Kraft and Kafka services:

systentt| restart kafka
After successful execution of the health check, Kafka is successfully set up on VM.

Service Setup
Perform the following steps to set up the services on the Service VM:

1. Access the Service VM

2. Navigate to the directory where the set up- servi ce. sh script is located.
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Move the store Directory to the / opt / path using the following command:

m/ store /opt/

Edit the Docker-compose file:

a.

b.

Navigate to the Servi ces/ directory.
Editcni di h_VM yam file:
i. <REPLACE WITH SOAM VIP> must be replaced with a valid active SOAM IP.

ii. Navigate to Protrace section and enable the following property
NFCONFI G_CLI ENT_ENABLED to True.

iii. Save and exit.

Run the following command for the Service Setup Script:

./ setup-service. sh

Configuration during execution

a.

The script will prompt for several inputs during execution:
i. Enter Service IMI IP, Service XMI IP, Kafka IMI IP, and MySQL IMI IP.

@® Note

For IPv6 setups, the above IPs must be entered in square brackets ( [] ).

After these inputs are provided, the script will start the required services and
proceed with the health check.

ii. Run the following command to verify if all services are running:

podman ps -a

Access the Ul at: htt ps: // <SERVI CE XM | P>/ #/

Conclusion: This completes the setup for MySQL, Kafka, and Services. The
deployment is now ready for use.

5.5.2 IDIH Raw Setup

Pre-installation Requirements for IDIH Deployment

Ensure that three separate virtual machines (VMs) are provisioned with OL8.9 dev ISO image
and the appropriate resource allocation as specified in the Resource Requirements for IDIH:

1.

DSR Cloud Installation Guide
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Create three VMs:

a.

b.

Click new VM

Enter the following details:
i. name

ii. computer name

iii. Type: New
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iv. Guest OS family: Linux

v. Guest OS: Oracle Linux 8 (64 bit)

vi. Boot Image: OracleLinux-R8-U10-x86_64-dvd.iso

vii. Boot Firmware: BIOS

viii. For CPU, Memory, and Storage, refer to the IDIH Flavor Value table.
ix. Networking: (xmi, imi and xsi interface to be attached)

Refer the following table for flavors:

Table 5-12 IDIH Flavor Value
o
Flavor Name VCPUs RAM(GB) Root Disk(GB) Ephemeral Swap Disk
kafka_flavor 6 16 170 0 0
Mysql-DB- 6 16 220 0 0
DataNode
service_profile 6 16 120 0 0
Figure 5-22 Networking
Networking  apo
! oam-t1 VMXNET3 Static - IP Pool Auto-assigned o ]
c. Launch and configure VMs:
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i. Click Launch Web Console and install the OS.

ii. Configure networks in each VM and interface (xmi, imi, xsi):

nncli device connect <interface-name>
nncli connection nmodify ens256 +i pv4. address <ip-address>/
24nnel i connection up <interface-nane>

Ensure all necessary ports are accessible across XMI, XSI, and IMI interfaces on all
three VMs.

Open ports on VMware:

[root @ocal host ~]# firewal|-cnd --add-port=9092/tcp --permanent
success

[root @ocal host ~]# firewal|l-cnd --rel oad

success

[root @ocal host ~]# firewall-cnd --1ist-ports

9092/ tcp

Installation Package Download and Extraction:

a.

Download the installation TAR file on any of the three VMs.

September 30, 2025
Page 60 of 89



ORACLE Chapter 5
IDIH Deployment Using VNFM

b. Extract the TAR file:

tar -xvf <tar-file-nanme>.tar

3. Directory Structure: After extraction, the directory structure will be as follows:

Figure 5-23 Directory Structure

idih-deployment/
L— raw-artifacts/
— MySql/
|  }— rpms
| }— scripts
| L— setup-mysql.sh
— Kafka/
|
|
|
|
=

— jmx_exporter
I— rpms

I— scripts

L— setup-kafka.sh
Services/

— alertmanager
— cnidih_VM.yaml
}— config

— rpms

I— scripts

— setup-service.sh
— snmp

I— tars

L— store

4. Deployment of components across VMs:
a. Distribute directories:
i. MySQL directory to MySQL VM
ii. Kafka directory to Kafka VM
iii. Services directory to Service VM

5. MySQL Setup
Perform the following procedure to set up MySQL on the MySQL VM:

a. Access the MySQL VM:
i. Login and navigate to the MySQL directory.
ii. Runthe MySQL Setup Script:
i. Locate setup-nysql.sh.

ii. Run the below command to run the script:

. I setup-mysql.sh
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iii. Configuration During Execution: Enter the IMI IP of the MySQL VM when
prompted for the MySQL bind address.
Completion: After the script is complete, MySQL will be successfully set up on the
VM.

6. Kafka Setup

a.

b.

Access the Kafka VM: Log in and navigate to the Kafka directory.
Run the Kafka Setup Script:
i. Locate the setup-kafka.sh script

ii. Run the below command for the script:

. I set up- kaf ka. sh

Configuration during execution

i. When prompted, enter the Kafka IMI IP and Kafka XSI IP. when prompted by the
script.

ii. Kafka and Kraft services will be initiated on the specified IPs.

After the successful health check is completed, Kafka will be successfully set up on
VM.

Optional step, only if you need to use Kafka XMI IP instead of the default Kafka IMI IP
for communication with DSR.

i. Uncomment:

advertised. |isteners=I NTERNAL_PLAI NTEXT: //

192.168. 1. 237: 9092, | NTERNAL_SSL: //192. 168. 1. 237: 9093, EXTERNAL: / /
[kaf ka_xm ]:9094 line in broker.properties file(path: /opt/kafkal
config) and replace[kafka_xm] with Kafka XM |P

ii. Comment:

advertised.|isteners=I NTERNAL PLAI NTEXT: //
192.168. 1.237: 9092, | NTERNAL _SSL://192.168.1.237: 9093, EXTERNAL://
10. 196. 84. 46: 9094 1i ne.

iii. Run the below commands to restart Kraft and Kafka services:

systentt| restart kafka

After successful execution of the health check, Kafka is successfully set up on VM.

7. Service Setup

a.
b.

C.

Access the Service VM
Navigate to the directory where the set up- servi ce. sh script is located.

Move the store Directory to the / opt / path using the following command:

m/ store /opt/

Edit the Docker-compose file:

i. Navigate to the Servi ces/ directory.
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ii. Editcni di h_VM yani file:

i. <REPLACE WITH SOAM VIP> must be replaced with a valid active SOAM IP.

ii. Navigate to Protrace section and enable the following property
NFCONFI G_CLI ENT_ENABLED to true.

iii. Save and exit.

iii. Run the following command for the Service Setup Script:
.| setup-service. sh

e. Configuration during execution:; The script will prompt for several inputs during
execution:

i. Enter Service IMI IP, Service XMI IP, Kafka IMI IP, and MySQL IMI IP.

@® Note

For IPv6 setups, the above IPs must be entered in square brackets ([] ).

After these inputs are provided, the script will start the required services and
proceed with the health check.

ii. Run the following command to verify if all services are running:

podman ps -a

Access the Ul at: htt ps: // <SERVI CE XM | P>/ #/

Conclusion: This completes the setup for MySQL, Kafka, and Services. The
deployment is now ready for use.

5.5.3 IDIH Deployment on OpenStack with RAW Images

Perform the following procedure for IDIH Deployment on OpenStack with RAW Images:
1. Login to OpenStack with valid credentials.
2. Ensure appropriate flavors are available before launching instances.
3. Launch MySQL VM:
a. Navigate to Compute, Instances and click Launch Instance.
b. Provide an instance name, example: mysql-openstack

c. Select the image (preferably 0l8.10) and ensure Create New Volume is set to NO.
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Select the appropriate flavor for the MySQL VM as specified in the following table.

IDIH Flavor Value

Flavor Name VCPUs RAM(GB) Root Disk(GB) Ephemeral Swap Disk
kafka_flavor 6 16 170 0 0
Mysql-DB- 6 16 220 0 0
DataNode

service_profile 6 16 120 0 0
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Add XMlI, IMI, and XSI networks to the VM.

Figure 5-25 Networks
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Click Launch Instance to create the MySQL VM.

Configure Network Interfaces:

a.

Once the VM is created, access the console and log in with r oot / changene
credentials.

Run nmcli con show to list network interfaces.

Figure 5-26 Command

TYPE DEVICE

Disable IPv6 and configure IPv4 for the XMl interface (Optional step):

a.

b.

nmcli con mod <xmi_interface_name> ipv6.method disabled

nmcli con mod <xmi_interface_name> ipv4.address <xmi_ip_address/cidr>
ipv4.gateway <xmi_gateway> ipv4.route-metric 1 ipv4.method manual

c. nmcli con up <xmi_interface_name>
SSH to the MySQL VM using the XMI IP and configure IMI and XSl interfaces similarly.

d. Repeat for Kafka and Service VMs: Perform steps 1 to 12 for Kafka and Service VMs
(Mandatory step).

6. Verify Connectivity:

a. Ensure all VMs can reach each other using their IMI IPs:

DSR Cloud Installation Guide
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On all VMs, check firewall status:

sudo systenttl status firewalld

If not running, start and enable it:

sudo systenttl start firewalld
sudo systentt|l enable firewalld

Edit/ et c/ resol v. conf to include:

# Generated by NetworkManager
sear ch openstack.internal noval ocal
naneserver <nameserver_ip

Edit/ et ¢/ dnf/ dnf . conf to ensure no ash proxy is present:

[ mai n]

gpgcheck=1

installonly linmt=3

cl ean_requi rements_on_renove=Tr ue
best=True
proxy=http://ww* proxy. us. oracl e.com 80
retries=100
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v. Clean DNF cache:

sudo dnf clean all

vi. Install utilities:

sudo dnf install tar dos2unix

7. Installation and Extraction:

a. Download and extract the installation TAR file on any VM.

b. Directory structure post extraction:

Figure 5-27 Directory Structure post Extraction

idih-deployment/
L— raw-artifacts/

F__.

|
| setup-mysql.sh
— Kafka/
| jmx_exporter
| rpms
| scripts
| setup-kafka.sh
L— Services/
alertmanager
cnidih_VM.yaml
config
rpms
scripts
setup-service.sh
snmp
tars
store

F__
P__
P__
L
Se

P__
P__
P__
P__
P__
P__
F__
P__
L

c. Distribute directories:
i. MySQL directory to MySQL VM
ii. Kafka directory to Kafka VM
iii. Services directory to Service VM

8. MySQL Setup

a. Access the MySQL VM:
i. Log in and navigate to the MySQL directory.
ii. Runthe MySQL Setup Script

i. Locate setup-mysql.sh.

ii. Run the below command to run the script:

./ setup-mysql . sh
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iii. Configuration During Execution: Enter the IMI IP of the MySQL VM when
prompted for the MySQL bind address.
Completion: After the script is complete, MySQL will be successfully set up on the
VM.

9. Kafka Setup
a. Access the Kafka VM: Log in and navigate to the Kafka directory.
b. Run the Kafka Setup Script
i. Locate the setup-kafka.sh script

ii. Run the below command for the script:
. I set up- kaf ka. sh

c. Configuration during execution

i. When prompted, enter the Kafka IMI IP and Kafka XSI IP. when prompted by the
script.

ii. Kafka and Kraft services will be initiated on the specified IPs.

d. Optional step, only if you need to use Kafka XMI IP instead of the default Kafka IMI IP
for communication with DSR.

i. Uncomment:
advertised. |isteners=I NTERNAL PLAI NTEXT: //
192.168. 1. 237: 9092, | NTERNAL_SSL: //192. 168. 1. 237: 9093, EXTERNAL: / /

[kaf ka_xm ]:9094 line in broker.properties file(path: /opt/kafkal
config) and replace[kafka_xm] with Kafka XM |P

ii. Comment:

advertised.|isteners=I NTERNAL PLAI NTEXT: //
192.168.1.237: 9092, | NTERNAL _SSL://192.168. 1.237: 9093, EXTERNAL://
10. 196. 84. 46: 9094 1i ne.

iii. Run the below command to restart Kraft and Kafka services:
systentt| restart kafka

After successful execution of the health check, Kafka is successfully set up on VM.
10. Service Setup
a. Access the Service VM
b. Navigate to the directory where the set up- servi ce. sh script is located.

c. Move the store Directory to the / opt / path using the following command:

my/ store /opt/

d. Edit the Docker-compose file:
i. Navigate to the Servi ces/ directory.
ii. Editcnidi h_VM yan file:
i. <REPLACE WITH SOAM VIP> must be replaced with a valid active SOAM IP.
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ii. Navigate to Protrace section and enable the following property:
NFCONFI G_CLI ENT_ENABLED to True.

iii. Save and exit.

iii. Run the following command for the Service Setup Script:
./ setup-service. sh

e. Configuration during execution: The script will prompt for several inputs during
execution:

i. Enter Service IMI IP, Service XMI IP, Kafka IMI IP, and MySQL IMI IP.

® Note

For IPv6 setups, the above IPs must be entered in square brackets ( [] ).

After these inputs are provided, the script will start the required services and
proceed with the health check.

ii. Run the following command to verify if all services are running:

podman ps -a

Access the Ul at: htt ps: // <SERVI CE XM | P>/ #/

This completes the setup for MySQL, Kafka, and Services. The deployment is now
ready for use.

5.5.4 IDIH Deployment on Oracle Cloud Infrastructure (OCI) with RAW
Images

Perform the following procedure for IDIH Deployment on OCI with RAW Images:
1. Login to OCI with valid credentials.
2. Navigate to Compute, Instances, and click Create Instance.

3. Provide an instance name for MySQL VM. Example: MySQL_OCI.
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Figure 5-28 Create Compute instance

Create compute instance

o Basic information
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Create an instance to deploy and run applications, or save as a reusable Terraform stack for creating an instance with Resource Manager.

MysQL_oc|

’ Name

Create in compartment

vDSR_UA

Placement

The availability domain helps determine which shapes are available.
Availability domain

> Advanced options

AD 2

Baem:

US-ASHBURN-AD-2

4. Click Change Image, select Oracle Linux 8, and click Select Image.

Figure 5-29 Select an Image
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5. Click Change Shape, select an appropriate shape based on the requirements and
availability in the OCI compartment. Adjust the number of OCPU such as the number of
vCPUs remains 6. Memory size is 16 GB. Click Select Shape and click Next.
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Figure 5-30 Browse all Shapes
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6. No changes are required in Security. Click Next.

Figure 5-31 Create Compute Instance

Create compute instance
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o Security
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7. In the Networking, define the XMI VNIC name, VCN, and XMI subnet. Manually assign an

IPv4 address.
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Figure 5-32 Networking
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W) and endipoints in #nd cutside the VAL Having a public IF address is required to madke this instance

8. In Add SSH keys, select own key or generate a new one. Click Next.

Figure 5-33 SSH Keys
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File upload Clear
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9. Inthe Storage section, specify a custom boot volume size for the VM and click Next.

Table 5-14 VM values
- ]

VM

Boot Volume Size GB

MySQL

220

Kafka

170 GB

Services

120
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Figure 5-34 Boot Volume
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10. Review the configuration, if correct, click Create.

11. After the VM is created and running, navigate to Networking and click Create VNIC.

Figure 5-35 mysql-OpenStack
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12. Provide a name for the IMI VNIC, select the IMI subnet, manually assign an IP, and click
Submit, repeat step 10 for XSI1 VNIC.

Figure 5-36 Attached VNICs
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13. SSH into the MySQL VM using the XMl interface. Use the assigned IP and SSH key. The
only interface with an IP assigned is ens3.
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ifconfig

[opc@mysql-oci ~]$ ifconfig
ens3: flags=4163<UP,BROADCAST ,RUNNING,MULTICAST> mtu 9000
inet 192.168.137. netmask 25
l?ff:fGB?:bhds

enss: fldﬂs 4163<UP, BROAUCHST RUNNING,MULTICAST=>

o
=
w
-]

lo:

55.255.192 broadcast

inet6 fego : len 64

ether 1 len 1000

RX packets 1771 bytes 552201 (539.2 KiB)
RX © dropped © overruns frame ]

TX packets 2705 bytes 236712 (231.1 KiB)

TX ©® dropped @ overruns 0 carrier 0

(Ethernet)

collisions

mtu 1560
ether - txqueuelen 1000 (Ethernet)
RX packets @ bytes 0 (0.0 B)

RX © dropped @ overruns O
TX packets @ bytes 0 (0.0 B)

TX @ dropped @ overruns 0

frame @

carrier @ collisions

fl mtu 1500

(Ethernet)

53<UP ,BROADCAST ,RUNNING,MULTICAST>
he : txqueuelen 1000
packpt* 0 bytw; 0 (0.0 B)

© dropped © overruns @
packets @ bytes 0 (0.0 B)

© dropped © overruns 0

=l 7}
Il
- &
s
D

frame @

XTI
MK XX +D

carrier 0 collisions ©
flags=73<UP,LO0PBACK,RUNNING> mtu 65536
inet 1: .0.1 netmask 255.0.0.0
inet6 ::1 prefixlen 128 scopeid 0x10<
loop txqueuelen 1000 (Local Loopback
RX packets 48 bytes 2800 (3.7 KiB)
RX ® dropped @ overruns ©
TX packets 48 bytes 3800 (3.7 KiB)
TX ® dropped © overruns 0

frame 0

arrier 0 collisions

14. Network scripts

a.

b.

C.
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Configure ens5 and ens6 by navigating to:

"cd /etc/sysconfig/network-scripts/"and"ll"

Figure 5-38 Network Scripts

[opc@mysqgl-oci ~]$ cd /fetc/sysconfig/network-scripts/
[opc@mysql-oci network-scripts]$ 11

total 228
-fW-r—r-—.
-rW-r—r—,

ifcfg-enplso
ifcfg-ens3
ifcfg-lo

1 root root 3 Jun

1 root root 51 Aug

=Mw=-r=—r=-. 1 root root Jun
-rwxr-xr-x. 1 root root >1 Sep
-rwWXr-xr-x. 1 root root 646 Aug
-rwxr-xr-x. 1 root root 6 Aug
X 1 root root 769 Aug

1 root root 4 Aug

1 root root Sep

Lrwxrwxrwx.

Run the following commands as root to configure the interfaces:

Configure the IMl interface:
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d.

e.
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Figure 5-39 Ethernet

TYPE=Ethernet
PROXY_METHOD=
BROWSER_ONLY=
BOOTPROTO=
IPADDR=192.
PREFIX=26

DEFROUTE=

IPV4A_FAILURE_FATAL=

IPV6INIT=

IPV6_DEFROUTE=
FAILURE_FATAL=
DDR_GEN_MODE=defaul t

Save and close.

Configure the XSI1 interface

Figure 5-40 XSl Interface

OWSER_|
BOOTPR

IPV4_FAILURE_FATAL=
IPVEINIT=
IPV6_DEFROUTE=

efault

-c09c-403d-bf35-e059aadcoan3

Run the following command to restart the VM:

[]# sudo init 6

Chapter 5
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Verify Network Interfaces: After the restart, verify if ens3, ens5, and ens6 interfaces

consist IP address by running the following command:

[]# ifconfig

Ensure the interfaces are up and running. Perform steps 1 to 22 for Kafka and Service

VMs as well.
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Figure 5-41 ifconfig

15. After creating 3 VMs, ensure you can reach between all 3 VMs using their IMI IPs.
16. Firewall Configuration (All 3 VMs):

a. Run the following command to check firewall status:

sudo systenttl status firewalld

@ Note

Firewall must be disabled in Services VM.

b. Run the following command if the firewall is not running, start and enable it:

sudo systenttl start firewalld
sudo systentt|l enable firewalld

c. Verify the firewall is running:

sudo systentt| status firewalld

d. DNS configuration
i. Ensure thefile/ et c/resol v. conf file consists the required DNS configuration.

ii. Verify that the ash proxy proxy=http://ww* proxy-ash7. us. oracl e. com 80is not
present. Use the following configuration:

[ mai n]

gpgcheck=1

installonly_limt=3

cl ean_requi rement s_on_renove=Tr ue
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best =Tr ue
proxy=http://wwe proxy. us. oracl e.com 80
retries=100

Unset proxies and run below commands to install tar and dos2unix utilities:

sudo dnf install tar
sudo dnf install dos2unix

17. Installation Package Download and Extraction: The installation TAR file can be
downloaded on any of the three VMs. Extract (untar) the TAR file once downloaded.

18. Directory Structure: After extraction, the directory structure will appear as follows:

Figure 5-42 Directory Structure

idih-deployment/

i
.r
|

P

19. Deployment of Components Across VMs

a.

Distribute the extracted directories to their respective VMs:

Copy the MySql directory to the MySQL VM at any preferred location.
Copy the Kafka directory to the Kafka VM at any preferred location.

Copy the Services directory to the Services VM at any preferred location.

20. MySQL Setup
Access the MySQL VM:

a.

DSR Cloud Installation Guide
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Log in and navigate to the MySQL directory.
Run the MySQL Setup Script
i. Locate setup-mysql.sh.

ii. Run the below command to run the script:

./ setup-mysql . sh

Configuration During Execution: Enter the IMI IP of the MySQL VM when
prompted for the MySQL bind address.

Completion: After the script is complete, MySQL will be successfully set up on the
VM.
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21. Kafka Setup

a.

b.

Access the Kafka VM: Log in and navigate to the Kafka directory.
Run the Kafka Setup Script
i. Locate the setup-kafka.sh script

ii. Run the below command for the script:

. I set up- kaf ka. sh

Configuration during execution

i. When prompted, enter the Kafka IMI IP and Kafka XSI IP. when prompted by the
script.

ii. Kafka and Kraft services will be initiated on the specified IPs.

After the successful health check is completed, Kafka will be successfully set up on
VM.

Optional step, only if you need to use Kafka XMI IP instead of the default Kafka IMI IP
for communication with DSR.

i. Uncomment:
advertised. |isteners=I NTERNAL_PLAI NTEXT: //
192.168. 1. 237: 9092, | NTERNAL_SSL: //192. 168. 1. 237: 9093, EXTERNAL: / /
[kaf ka_xm ]:9094 line in broker.properties file(path: /opt/kafkal
config) and replace[kafka_xm] with Kafka XM |P

ii. Comment:

advertised. i steners=I NTERNAL PLAI NTEXT: //
192.168. 1.237: 9092, | NTERNAL _SSL://192.168. 1.237: 9093, EXTERNAL://
10. 196. 84. 46: 9094 i ne.

Run the below commands to restart Kraft and Kafka services:

systentt| restart kafka

After successful execution of the health check, Kafka is successfully set up on VM.

22. Service Setup

a.
b.

C.

DSR Cloud Installation Guide
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Access the Service VM
Navigate to the directory where the set up- servi ce. sh script is located.

Move the store Directory to the / opt / path using the following command:

my/ store /opt/

Edit the Docker-compose file:
i. Navigate to the Servi ces/ directory.
ii. Editcnidi h_VM yan file:
i. <REPLACE WITH SOAM VIP> must be replaced with a valid active SOAM IP.
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ii. Navigate to Protrace section and enable the following property
NFCONFI G_CLI ENT_ENABLED to True.

iii. Save and exit.

iii. Run the following command for the Service Setup Script:
./ setup-service. sh

e. Configuration during execution: The script will prompt for several inputs during
execution:

i. Enter Service IMI IP, Service XMI IP, Kafka IMI IP, and MySQL IMI IP.

® Note

For IPv6 setups, the above IPs must be entered in square brackets ( [] ).

After these inputs are provided, the script will start the required services and
proceed with the health check.

ii. Run the following command to verify if all services are running:
podman ps -a

Access the Ul at: htt ps: // <SERVI CE XM | P>/ #/ .

This completes the setup for MySQL, Kafka, and Services. The deployment is now
ready for use.

5.6 Post Installation Procedure

Kafka VM

® Note
» By default, Kafka exposes the XSI IP on port 9094 to connect with DSR.

*  This procedure is only recommended if there is any issue connecting with XSI IP.

Perform the following procedure to update Kafka VM:
1. Login to the Kafka VM.

2. Navigate to the Kafka configuration directory:
cd /opt/kafka/config
3. Edit the br oker. properti es file:

vi broker.properties
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4. Locate the advertised.|i steners property:
advertised. |istener s=EXTERNAL: // <I P>: 9094
5. Replace <IP> with the new IP (Kafka xmi, or imi if it is reachable from DSR).
6. Save the file and exit.
7. Perform the following command to restart the Kafka service status:
systentt| restart kafka
8. Perform the following command to verify the Kafka service status:
systentt| status kafka
Expected result: The status should show active.
Service VM

This procedure is only applicable in the following cases:

Case 1: User has not provides the DSR SOAM VIP during IDIH creation through VNFM in
Swagger JSON.

Case 2: User prefers to change the existing DSR SOAM VIP provided during creation.
Perform the following procedure to update DSR SOAM VIP:

1. Login to the Service VM.

2. Navigate to the cd / opt/ directory:

3. Edit the configuration file:
vi cnidi h_VM yam

4. Inside the nf confi g- manager container section:
a. Locate the property:

NFCONFI G_PLUG N_DSR_HOST

b. Provide or replace the existing IP with the new one.

5. Inside the prot raceprocessor container section, ensure to set the following
propertyNFCONFI G_CLI ENT_ENABLED to True.

@® Note

Verify it is set to true, not false.

6. Save the file and exit.

7. Perform the following command to restart the service:
docker - conpose -f [opt/cnidih_ VM yam up -d

8. If the SOAM VIP is reachable and appropriate, the nf confi g service and
protraceprocessor services will operate as expected.
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SSL Certificate Creation for IDIH

@ Note

Create your own certificates in case of expiration of provided certificate.

Kafka VM

1. Certificates are required in KeyStore and TrustStore format (PKCS or JKS).
2. Private key which is part of KeyStore must be encrypted.
3. One KeyStore and TrustStore file is required.

DSR (it acts as client for Kafka)

1. Certificates are required in pem format here.

2. Required files are: certificate, privatekey, CA file.
Privatekey should be encrypted with password.

3. To upload the above files on DSR SOAM: from the Main Menu, go to Diameter, and
Troubleshooting with IDIH, and then Configuration.

@® Note

Same CA file must be used for Kafka and DSR Certificates.

Service VM

1. Certificates are required in KeyStore and TrustStore format (PKCS).
2. One KeyStore file and TrustStore file is required.

3. Same CA file can be used which is used while creating certificates for Kafka or different
CA file also can be used.

4. Private key which is part of KeyStore must not be encrypted.
5. Certificate should contain the following fqdn's as SAN's (Subject Alternative Names):
* idih.tekelec.com
* tekelec.com
e cnidih-portal
¢ usermanagement
e protraceprocessor
e ttrdecoder

° alarmmanagement

5.6.1 Enabling Security in IDIH

Enabling SSL in Kafka VM

Prerequisites: Refer to SSL Certificate creation for IDIH in the Post Installation Procedure
section.
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Perform the following procedure to populate SSL fields in server. properti es file:

Log in to Kafka VM.

Create certificate directory from the following path if it does not exist.
mkdi r /opt/kafkal/store/

Copy Kafka certificates to the / opt / kaf ka/ st or e directory.

Update the permissions of / opt / kaf ka/ st or e folder as well as the keystore and
truststore files using the following command:

e Assuming the name of KeyStore file is serverKeyStore.p12

e Assuming the name of trustStore file is trustStore.p12

chnod 775 /opt/kafka/store; chmd 775 /opt/kaf ka/ store/ serverKeyStore. pl2;
chnod 775 /opt/kafka/store/trustStore. pl2

Navigate to / opt / kaf ka/ conf i g directory

Open server. properties fromvi server.properties.

Modify | i st ener. security. protocol . map property:

a. There are three instances of | i st ener. security. protocol . map in server.properties.

b. Uncomment the one which has "SSL" for EXTERNAL listener and comment the other
two.

# Maps |istener nanes to security protocols, the default is for themto
be the sane. See the config documentation for nore details

#li stener.security. protocol.map=lI NTERNAL PLAI NTEXT: PLAI NTEXT, PLAI NTEXT: P
LAI NTEXT, | NTERNAL_SSL: SSL, EXTERNAL: PLAI NTEXT

# Uncomrent the below |ine and comment the other instances of
“|listener.security.protocol.mp" to enable SSL for EXTERNAL Connectivity
listener.security.protocol.map=I NTERNAL PLAI NTEXT: PLAI NTEXT, PLAI NTEXT: PL
Al NTEXT, | NTERNAL_SSL: SSL, EXTERNAL: SSL

# Uncomrent the below | ine and comment the other instances of
“listener.security.protocol.mp" to enable SASL_SSL for EXTERNAL
Connectivity

#li stener.security. protocol.map=l NTERNAL PLAI NTEXT: PLAI NTEXT, PLAI NTEXT: P
LAI NTEXT, | NTERNAL_SSL: SSL, EXTERNAL: SASL_SSL

Uncomment and update the following SSL properties which are present at end of the file.

# SSL
ssl.protocol = TLS
ssl . enabl ed. prot ocol s=TLSv1. 3
ssl . keystore.type = PKCS12
ssl . keystore.location = /opt/kafka/store/serverKeyStore. pl2
ssl . keystore. password = <keystore password>
ssl . key. password = <key_passwor d>
ssl.truststore.type = PKCS12
ssl.truststore.location = /opt/kafka/store/trustStore.pl2
ssl.truststore. password = <trust password>
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ssl. ci pher. suites=TLS AES 128 _GCM SHA256, TLS AES 256 _GCM SHA384, TLS_CHACHA2
0_POLY1305_SHA256
ssl.client.auth = required

9. Restart Kafka by running the following command:

systentt| restart kafka

10. Kafka logs can be accessed at/ opt / kaf ka/ kaf kaser vi ce. | og file.

@® Note
For JKS type, update the following:

» ssl.keystore.type,ssl.keystore.location

»  ssl.truststore.type,ssl.truststore.location accordingly.

Steps to enable SASL_SSL in Kafka VM
SASL_SSL is combination of SASL and SSL.

Prerequisites: SSL must be enabled, if SSL is not enabled then follow Steps to enable SSL in
Kafka VM except the 7th and 9th point.

Perform the following procedure to populate SASL_SSL fields in server. properti es file.

1. Login to Kafka VM.
2. Goto/opt/kafkal/ confi gand openthe server. properti es file.
3. Modify | i stener.security. protocol.mp property.

a. There are three instances of | i st ener. security. protocol . map in
server. properties.

b. Uncomment the one which has SASL_SSL for EXTERNAL listener and comment the
other two.

# Maps |istener nanes to security protocols, the default is for themto
be the sane. See the config documentation for nore details

#li stener.security. protocol.map=l NTERNAL PLAI NTEXT: PLAI NTEXT, PLAI NTEXT: P
LAl NTEXT, | NTERNAL_SSL: SSL, EXTERNAL: PLAI NTEXT

# Uncomrent the below |ine and coment the other instances of
“listener.security.protocol.mp" to enable SSL for EXTERNAL Connectivity
#li stener.security. protocol.map=l NTERNAL PLAI NTEXT: PLAI NTEXT, PLAI NTEXT: P
LAI NTEXT, | NTERNAL_SSL: SSL, EXTERNAL: SSL

# Uncomrent the below |ine and coment the other instances of
“listener.security.protocol.mp" to enable SASL SSL for EXTERNAL
Connectivity

listener.security.protocol.map=l NTERNAL PLAI NTEXT: PLAI NTEXT, PLAI NTEXT: PL
Al NTEXT, | NTERNAL_SSL: SSL, EXTERNAL: SASL_SSL
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Uncomment the following property:
sasl . enabl ed. nechani sms=PLAI N

Goto/ opt/ kaf ka/ st or e path.

Create a file named kaf ka_ser ver _j aas. conf file using the following template:

Kaf kaServer {

or g. apache. kaf ka. conmon. securi ty. pl ai n. Pl ai nLogi nMbdul e required
user _user nanel="user 1password”

user _user nanme2="user 2passwor d”

user _user nanme3="user 3passwor d”

user _user nanme4="user 4passwor d”

user _user naneN="user Npasswor d”;

b

Exanpl e :

Kaf kaServer {

or g. apache. kaf ka. conmon. securi ty. pl ai n. Pl ai nLogi nMbdul e required
user _i di huser 1=" changene”

user _i di huser 2=" changene”

user _i di huser 3=" changene”;

b

@ Note

e The username accepts only alphanumeric characters. Range: the length of
the username must be between 8 and 64 characters.

* The password accepts any characters. Range: the length of the password
must be between 8 and 64 characters.

Update the permissions of file so that kafka process will have read access and restrict the
other users.

Perform the following command to export:

export KAFKA OPTS="-Djava.security.auth.login.config=/opt/kafkalstore/
kaf ka_server_jaas. conf"

Perform the following command to restart Kafka:

systentt| restart kafka

10. Kafka logs can be accessed at/ opt / kaf ka/ kaf kaser vi ce. | og file.
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Enable SSL for internal communication in Service VM

Prerequisites: Refer to SSL Certificate creation for IDIH in the Post Installation Procedure
section.

Perform the following procedure to enable SSL for internal communication in Service VM:

1.
2.
3.

Log in to Service VM.

Copy the files to the following path / opt / st or e in service VM.

Update the permissions of / opt / st or e folder as well as the keystore and trustsore files
using the following command:

chmod 775 /opt/store; chnod 775 /opt/store/serverKeyStore.pl2; chnod
775 lopt/store/trustStore. pl2
Go to opt directory cd / opt.

Edit docker compose file:
vi cnidi h_VM yam

The password for the keystore and truststore is provided by default, if the user changes the
files, they can modify the password in the sections below:

M CRONAUT_SERVER SSL_KEY_STORE_PASSWORD

M CRONAUT_SERVER SSL_TRUST_STORE_PASSWORD

M CRONAUT_HTTP_CLI ENT_SSL_KEY_STORE_PASSWORD
M CRONAUT_HTTP_CLI ENT_SSL_TRUST_STORE_PASSWORD

Service VM Alert Manager TLS Config

1.

On the service VM, navigate to the / opt path and then to the al ert manager directory,
within this directory, you will find a file named al er t manager . yam .

Open the file, comment out the line for non-TLS communication, and uncomment the lines
for TLS configuration, as shown below:

- url: "http://al arnmanagenent : 8092/ api / cni di h/ al ar mmanagenent / v1/ al ar ns'

# below four linesis for tls

#- url: "https://al armmanagenent : 8092/ api/ cni di h/ al ar mmanagenent / v1/ al ar ns'
# http_config:

# tls_config:

# insecure_skip_verify: true

After making the changes, run the following command to list all the containers:
podman ps -a
Identify the Alertmanager container and remove it by running the following command:

podman rm-f <container id>
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5. Run the following command to restart the services

docker-conpose -f cnidih_VMyam up -d

@® Note

Ensure the password for certificates has been updated accordingly in the
cni di h_VM yan file.

Validation

» Access Kafka using client certificates.

* Access the IDIH portal with htt ps: // .

5.6.2 SNMP Configuration In Alertmanager IDIH

SNMP Configuration

In the following command, provide valid ip and port in docker compose file

snnp_notifier:

i mage: occnidi h-docker. docker hub-i ad. oci . oracl ecor p. conl snnp-
notifier:v2. 1.0

privileged: true

vol umes:
- ./snnp/:/tenpl ates/
envi ronnent :

# Required for SNWP v3

- SNVP_NOTI FI ER_AUTH_USERNAME=snnp_user

- SNWP_NOTI FI ER_AUTH_PASSWORD=P@ swOr d

- SNVP_NOTI FI ER_PRI V_PASSWORD=changere
conmand:

- "--trap.description-tenplate=/tenplates/description-tenplate.tpl”

- "--snnp. destination=[service_xni]: 162"
- "--snnp.retries=2"
- "--snnp.tineout =5s"
- "--snnp. versi on=V3"
- "--snnp. aut henti cati on- enabl ed"
- "--snnp. aut henti cati on- prot ocol =SHA"
- "--snnp. privat e- enabl ed"
- "--snnp. privat e-protocol =AES"
ports:
- "0.0.0.0:9464: 9464"
- "[::]:9464:9464"
[ oggi ng:
options
max-size: "10m' # Linits each log file to 10 MB
max-file: "3" # Retains up to 3 rotated log files
net wor ks:
- cni di h- net wor k
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Update the al ert nanager. yanl to ensure snmp is configured appropriately for sending data to
respective NMS.

gl obal :
resolve tineout: 5m

receivers:
- nane: defaul t-receiver
webhook_confi gs:
- url: http://snmp_notifier:9464/alerts
- nane: al armmanagenent - r ecei ver
webhook_confi gs:
# below line is for non tls

- url: "http://al arnmanagenent : 8092/ api / cni di h/ al ar nmanagenent / v1/

al arnms

# below four linesis for tls

#- url: "https://al armmanagenment : 8092/ api/ cni di h/ al ar mmanagenent / v1/
al arnms

# http_config

# tls_config:

# i nsecure_skip_verify: true
rout e:

group_by:
- namespace

group_interval: 5m
group_wait: 30s
receiver: default-receiver
repeat _interval: 12h
routes:
- matchers:
- alertnane = "Wt chdog
receiver: default-receiver
- matchers:
- app =~ "tdrstorage|ttrdecoder|protrace.*| protraceprocessor
nfconfig. *| nf confi gmanager | prot ocol decoder | al ar mmanagenent | api gat eway|
cni di hportal | cni di h*| portal *| | ogaudi t manager | | ogaudi t *| user managenent | kaf ka-
broker | kaf ka*| zookeeper *"
receiver: default-receiver

5.7 IDIH Configuration to Configure the SSO Domain

This procedure configures the SSO domain for iDIH:

1. Establish a GUI session on the NOAM server by using the VIP IP address of the NOAM
server. Open the web browser and type https://<Primary NOAM VI P_I P_Addr ess> as the
URL. Log in as the adnusr user.

2. In NOAM VIP GUI, configure DNS:

a. Navigate to Administration, and then Remote Servers, and then DNS
Configuration.

b. Select the NOAM tab.

c. Configure values for the following fields:
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Domain Name
Name Server

Search Domain 1

External DNS Name Server

Address

@ Global
Configuration Mode * .
) Per-site

Name Server

Domain Search Order

Domain Name

Search Domain 1

Search Domain 2

If values have already been configured, click Cancel. Otherwise configure the values
and click OK.

3. In NOAM VIP GUI, establish SSO local zone.

a.
b.

C.
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Navigate to Access Control, and then Certification Management.
Click Establish SSO Zone.
Type a value for Zone Name.

Click OK.
Information for the new certificate type of SSO local displays.

Click Report.
The Certificate Report appears.

Select and copy the encoded certificate text to the clipboard for future access.
Example of Certificate Report:

----- BEG N CERTI FI CATE- - - - -
M | CKz CCAdWgAW BAgI JAOV SLNc3Ce MAOGCSGGS! b3DQEBOWUANHEX Cz AJBgNVBAYTA! VT
MQsWOQYDVQQ DAJ OQz EQVAA GAL UEBwwHUNFs ZW naDEPMAOGALUECGWGT3JhY2x| MswOQYD
VQQLDAJQV] EQUA4GALUEAMHTG | ZXJ 0e TETMBEGCSYGS! b3DQEJ ARYEdGVz dDAe FuOX NTAL
MDQxNDI zNTRaFwOxNj ALMDVKNDI zNTRaVHEX Cz AJBgNVBAYTAI VTMsWOQYDVQQ DAJOQZ EQ
MAA GALUEBWwHUITFS ZW naDEPMAOGALUECGWGT3J hY2x! MOswOQYDVQQLDAJ Qv EQUA4GALUE
AWHTG i ZXJ0e TETMBEGCSGGS! b3DQEJ ARYEAGVzdDBc MAOGCSYGS! h3DQEBAQUAAOS AVEGC
QQCZ/ Mpkhl vVP/

i Js5xDO2MwJn8] Yi mi3H8gROpf BTMPLOKI udYi +2T0hngJ FQLp! n6SKBpXnuAGYf /

vDW qPAgMVBAAG UDBOVBOGALUJDgQUBBS6 zI OLPLgi zQ6+BERr 8F02Xy DVDAf ByNVHSVEGD
AWBS6I z| OLPLgi zQ6+BERr 8F02Xy DVDAVBgNVHRVEBTADAQH

MAOGCSqGS! b3DQEBOMJAAOEAOM qBVEQy VS vt 38r /

yf gl x3w5dN8SBuH HC5TpJr HVBUzZFI g5df zoLz7di t j GOWI9I 9VRWBILQBI KFp7 SMKwA==
----- END CERTI FI CATE- - - - -
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4. Log in as adminuser.

a. Establish a GUI session on the iDIH application server, using the xmi IP address
https://<app server |P>

b. Login asthei di hadm n user.

Figure 5-43 IDIH Login

ORACLE

IDIH 9.2.0.0.0
Username
Required
Password ©
Required

5. In IDIH Application server GUI, launch the OAM portal.
Navigate to the OAM portal icon to start the OAM web application.

Figure 5-44 OAM

Home

r o The IDIH OAM application offers functionality to configure dictionaries and manage the visibility of AVPs (Attribute-Value Pairs). It also provides

ProTrace
options for masking, filtering, and retrieving managed object data.

OAM Setup Actions ( e.g. SSO configuration, hiding TDR/AVP fields)

= SSO Remote Zone(s) Add/Delete
= SSO Local Zone Name Change

= SSO Domain Name Change

= TDR Field Display Changes

= AVP Display Hiding

System Alarms

Advanced Actions for Design Level Personnel Only
= Dictionary Delete
= Dictionary Add
= Dictionary Modify

6. In iDIH Application server GUI, configure the SSO domain.
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a. Navigate to OAM, and then Single Sign On.

Figure 5-45 SSO

Home A SRS L SRS T, . s, T A~ [\
ProTrace Single Sign On

OAM
SSO Remote Zones

Dictionary

AVP Hiding e} ‘/ Edit

NF Config

Zone Name

Single Sign On

System Alarms X.509 Certificate

b. Select SSO Parameters tab.
c. Click Edit Value icon.

d. Type a value for the Domain Name.

@ Note

This should be the same domain name assigned in the DSR NOAM DNS
Configuration (step 2).

e. Click Save icon.

f. Click Refresh icon to display data saved for the remote zone.
7. In iDIH Application server GUI, configure the SSO Remote Zone.

a. Navigate to System, and then Single Sign On.

b. Select SSO Zones tab.

c. Click Add icon.

d. Type a value for field Remote Name.

e. For field X.509 Certificate, paste the encoded certificate text from the clipboard that
was previously copied from the DSR NOAM.

f. Click Save.

g. Click Refresh to display data saved for the remote zone.

@ Note

To configure IDIH with DSR, see Integrated Diameter Intelligence Hub User guide.
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Postinstallation Activities

6.1 Configure ComAgent Connections

This procedure configures ComAgent connections on DSR for use in the FABR application.

Prerequisites:
FABR application is activated.

@® Note

For more information, see SDS Cloud Installation and Configuration Guide.

1. Loginto SDS NOAM VIP GUI.

a. Establish a GUI session on the SDS NOAM server by using the VIP IP address of the
NOAM server. Open the web browser and type https://
<Primary_SDS NOAM VI P_I P_Addr ess> as the URL.

b. Login as the adnusr user.
2. In SDS NOAM VIP GUI, configure remote server IP address.

a. Navigate to Communication Agent, and then Configuration, and then Remote
Servers.

b. Click Insert.
3. In SDS NOAM VIP GUI, configure remote server IP address.
a. Type Renpte Server Nane for the DSR MP server.

Remote Server Name * ZombieDAMP1

b. Typethe Renote Server IMI IP address.

Remote Server IPv4 IP Address 169.254.1.13

Remote Server IPv6 IP Address
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@ Note
This should be the IMI IP address of the DAMP server.

c. Select Client for the Remote Server Mode from the list.

Remote Server Mode * Client B

d. Select IP Address Preference (ComAgent Network Preference, IPv4, or IPv6) from
the list.

IP Address Preference ComAgent Network Preference E

ComAgent Network Preference

'IPv4 Preferred
IPv6 Preferred

e. Select the Local Server Group from the available SDS DP server groups and click
Add to assign.

Available Local Server Groups

SDS SDP ar

:

L

Assigned Local Server Groups * Add Remove

Assigned Local Server Groups
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Available Local Server Groups

m

Assigned Local Server Groups * Add

Assigned Local Server Groups

SDS SDP .

f. Click Apply.

® Note
Repeat steps 2-3 for each remote MP in the same SOAM NE.

4. Loginto DSR NOAM VIP GUI.

a. Establish a GUI session on the DSR NOAM server by using the VIP IP address of the
NOAM server. Open the web browser and type https://
<Primary DSR NOAM VI P_I P_Addr ess> as the URL.

b. Login as the gui admi n user.
5. In DSR NOAM VIP GUI, configure remote server IP address.

a. Navigate to Communication Agent, and then Configuration, and then Remote
Servers.

b. Click Insert.

6. In DSR NOAM VIP GUI, configure remote server IP address.
a. Type Renpte Server Nane for the DSR MP server.
b. Type the Renot e Server IMIIP address.

@ Note
This should be the IMI IP address of the DP server.

c. Select Server for the Remote Server Mode from the list.

d. Select IP Address Preference (ComAgent Network Preference, IPv4, or IPv6) from
the list.

e. Select the Local Server Group from the available DSR MP server groups and click
Add to assign.
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f. Click Apply.

@ Note
Repeat steps 5-6 for each remote DP in the same SOAM NE.

7. In DSR NOAM VIP GUI, configure connection groups.

a. Navigate to Communication Agent, and then Configuration, and then Connection
Groups.

8. In DSR NOAM VIP GUI, edit connection groups.

a. Select the DPSvcGroup connection group.

Connection Group Server
{b‘ﬁé&é&&h}i """""""""""""""""""""""" telosevers
b. Click Edit.
c. Selectthe DP Ser ver s from the Available Servers in Network Element list and click
>> to assign.

Editing exisiting Connection Groups

Field Value Description

Unique identifier used to label a Connection Group.
[Default: n/a; Range: A 32-character string. Valid charactel

C tion G N * /
onnection Group Hame LIEUEELY alphanumeric and underscore. Must contain at least one
must not start with a digit] [A value is required.]
sz Available Servers in Network Element sz i Assigned Servers in Connection Group
>
SDSDP1
<<
d. Click OK.

9. In DSR NOAM VIP GUI, verify the correct number of servers are in the connection group.

Connection Group Server
DPSvcGroup [=1 1 server

SDSDP1

6.2 Complete PCA Configuration

This procedure completes PCA configuration. This is an optional procedure.
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Prerequisites:

PCA application must be activated.

@® Note

Refer to "Section PCA Configuration" in DSR PCA Activation Guide for the steps
required to complete PCA configuration.

6.3 Backups and Disaster Prevention

This procedure provides information on backups and disaster prevention.

Prerequisites:
DSR and optional sub-systems are installed configured.

1.

3.

4,

Backup from VIM.

The preferred method of backing up cloud system VM instances is by snapshotting. Once
the DSR and optional sub-systems are installed and configured, but before adding traffic,
use the appropriate cloud tool such as the VMware Manager or the OpenStack Horizon
GUI, to take snapshots of critical VM instances. It is particularly important to snapshot the
control instances, such as the NOAM and SOAM.

® Note
Perform the following steps also to back up the NOAM and SOAM database.

Identify Backup Server.

Identify an external server to be used as a backup server for the following steps. The
server should not be co-located with any of the following items:

*  Cloud Infrastructure Manager Server/Controller
« DSR NOAM

« DSR SOAM

Log in to NOAM/SOAM VIP.

a. Establish a GUI session on the NOAM or SOAM server by using the VIP IP address of
the NOAM or SOAM server.

b. Open the web browser and enter a URL htt p: // <Pri mary_NOAM
SOAM VI P_I P_Addr ess>

c. Login as the guiadmin user.

In NOAM/SOAM VIP, perform backup configuration data for the system.

a. Navigate to Main Menu, and then Status & Manage, and then Database.
b. Select the active NOAM server and click Backup.

c. Ensure the Configuration checkbox is marked.
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Database Backup

Field Value Description

Server: Martinique.NO1

Provisioning

Select data for backup 5 Select the type of Backup to perform.
7] Configuration
Select the backup archive compression algorithm.
The following file suffix will be applied for the selected option:
ozip
Compression * @ bzip2 « 13r.0Z - gZip compression,
nene = tarbz2 - bzip2 compression,
+ tar-no compression.
[Avalue is required]
Archive Name * Backup.dsr.Martinique-NO1.Configuration. NETWORK_OAMP.20161006_0640: Modify archive name if desired. Do notinclude the compression type suffix. [Avalue is required]
Comment May not contain the following characters:** §

Ok Cancel

d. Enter a filename for the backup and click OK.
5. In NOAM/SOAM VIP, verify the backup file existence.
a. Navigate to Main Menu, and then Status & Manage, and then Files.

b. Select the active NOAM or SOAM tab.
The files on this server are displayed.

c. Verify the existence of the backup file.
6. In NOAM/SOAM VIP, download the file to a local machine.
a. From the previous step, select the backup file.
b. Click Download.
c. Click OK.

@® Note

e Transfer the backed up image to a secure location identified in step 2 where
the server backup files are fetched in case of system disaster recovery.

* Repeat Steps 3 through 6 to back up the active SOAM.

6.4 Configure Port Security (KVM/OpenStack Only)

This procedure configures port security on TSA.

Prerequisites:

e Perform "Enable the Neutron port security extension".

*  We require this extension to disable the Neutron anti-spoofing filter rules for a given port.

 Refer to Disable Port Security where this is discussed.

1. IPFE with TSA only. Remove allowable address pair security on IPFE XSI network and
DAMP XSl interfaces on IPFE and MP instances.

If stacks are deployed using HEAT template, follow this step.

a. Determine the TSA IP address used in Configure IP Front End.
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b. Determine the corresponding XSl interface IP address assigned to that TSA used in
Configure IP Front End.

c. Determine the XSI IP address of IPFE used in Configure IP Front End.

d. Log in to the OpenStack control node as the admusr user.
e. Source the tenant user credentials.

f. Determine the port ID of the XSl interface IP address.

$ neutron port-list -Fid -F fixed_ips | grep <XSI network>

@® Note

<port ID> is the value in first column of the output to this command.

g. Remove allowed_address_pairs:

$ neutron port-update <Port |D> --no-all owed-address-pairs

@® Note

Run neutron port-show command to verify allowed_address_pairs attribute is
empty.

2. IPFE with TSA only. Remove port security on TSA XSI network interfaces on IPFE and MP
instances.

If using IPFE with Target Set Addresses (TSA).

a. Determine the TSA IP address as used in Configure IP_Front End section.

b. Determine the corresponding XSl interface IP address as used in Configure IP Front
End section.

c. Log in to the OpenStack control node as the adnusr user.
d. Source the tenant user credentials.

e. Determine security groups associated with the IPFE instance.

$ nova |ist-secgroup <VMinstance |D>

@® Note

<VM instance ID> can be queried from the output of nova | i st command in
the ID column for the given VM.

f. Save the ID and names of the listed security groups for later use.

g. Remove all listed security groups.

$ nova renove-secgroup <VMinstance | D> <Security group |ID>
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@® Note

Use the <VM instance ID> and <Security group ID> as noted down in the
step-f above.

Alternatively, use the following syntax:
$ nova renove-secgroup <VMinstance name> <Security group nane>

h. Determine the port ID of the XSl interface IP address from step b above.

$ neutron port-list -Fid-F fixed_ips | grep <instance IP on TSA/ XS|
net wor k>

@® Note

<port ID> is the value in first column of the output to this command.

i. Disable port security for the port found in step g.

$ neutron port-update <Port |D> --port-security-enabl ed=fal se

j- Re-enable port security for all the interfaces not on the TSA/XSI port used in step i,
including XM, IMI, and others.

k. Determine the port IDs of the instance IP addresses not associated with the TSA/XSI
network.

$ neutron port-list -Fid -F fixed_ips | grep <instance |P not on
TSA/ XSl net wor k>

I.  For each of the non TSA/XSI instance ports perform the following command for each
of the security groups from step f.

$ neutron port-update <Port |D> --security-group <Security group |D>

@® Note

Use the <Security Group ID> as noted down in the step f above.

6.5 Enable/Disable DTLS (SCTP Diameter Connections Only)

This procedure prepares clients before configuring SCTP Diameter connections.

Oracle’s SCTP Datagram Transport Layer Security (DTLS) has SCTP AUTH extensions by
default. SCTP AUTH extensions are required for SCTP DTLS. However, there are known
impacts with SCTP AUTH extensions as covered by the CVEs referenced below. It is highly
recommended that customers prepare clients before the DSR connections are established
after installation. This ensures the DSR to client SCTP connection establishes with SCTP
AUTH extensions enabled. See RFC 6083. If customers DO NOT prepare clients to
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accommodate the DTLS changes, then the SCTP connections to client devices will not
establish after the DSR is installed.

e https://access.redhat.com security/cve/ CVE- 2015- 1421
e https://access.redhat.com security/cve/ CVE- 2014- 5077

Run the procedures in DSR DTLS Feature Activation Procedure to disable or enable the DTLS
feature.

6.6 Shared Secret Encryption Key Revocation (RADIUS Only)

This procedure changes the shared secret encryption key on DSR RADIUS setup.

Refer to "RADIUS Shared Secret Key revocation MOP" to change the encryption key on the
DSR installed setup. Refer to "DSR RADIUS Shared Secret Encryption Key Revocation" MOP
MO008572.

@® Note

It is highly recommended to change the key after installation due to security reasons.

6.7 DSR Performance Tuning

This procedure changes tuning parameters for the system to achieve better performance. This
is an optional step.

Refer to Performance Tuning Recommended for performance tuning on DSR.

6.8 Change NOAM/SOAM Profile for Increased MP Capacity on
a Virtualized Environment

This procedure describes how to change NOAM and SOAM VM profile when the MP capacity
is increased on OpenStack and VMware.

1. Log in to OpenStack/VMware.

e To change the VM profile when the MP capacity is increased on OpenStack, log in to
Openstack GUI horizon dashboard.

e To change the VM profile when the MP capacity is increased on VMware, log in to VM
manager.

2. Refer to the section "Change NOAM/SOAM VM Profile for Increased MP Capacity" in DSR
Cloud Upgrade Guide.

6.9 Resolve False Alarms for DA MP and vSTP MP

The following critical alarms raised for DA MP (Diameter Agent Message Processor), Virtual
Session Transfer Protocol Message Processor (vVSTP MP) in DSR or vSTP for combined
deployments with multiple sites can be ignored:

e« 25500 - No DA MP Leader Detected
e 70371 - No vSTP MP Leader Detected
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If required, perform the following procedure to resolve the above alarms:

1. On DSR SOAM, run the following commands:

iset -fcntl=off PmControl where "procTag='vstpoam "
i set -fcntl=respawn PnControl where "procTag='dsroam "

2. OnvSTP SOAM, run the following commands:

iset -fcntl=off PnControl where "procTag='dsroam "
i set -fcntl=respawn PnControl where "procTag='vstpoam "

® Note

In future, system restarts, these alarms will not reappear.

6.10 Workaround for Configuring GUI and MMI Using Label
Format for FQDN/Realm

For the users who prefer to configure with a single label format instead of the label.label format
for FQDN/Realm, perform the following procedure for GUI and MMI configuration changes:

@® Note

By default, thecode is compliant.

1. Navigate to the cd /usr/ TKLC dpi / prod/ mai nt/scripts/ folder.

2. Run the following command:

sudo ./ rfcReal nFgdn. sh

3. Select an option from the list and proceed with the FQDN/Realm configuration:
a. Non-Compliant: Allow RFC (Request for Comments) Non-Compliant label format.
b. Compliant: Allow RFC Compliant label format.
c. Quit

@® Note

To continue with the switchover, this manual step must be performed on every
OAM server.
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Sample Network Element and Hardware
Profiles

To enter all the network information for a network element into an AppWorks-based system, a
specially formatted XML file needs to be filled out with the required network information. The
network information is needed to configure both the NOAM and any SOAM network elements.

It is expected that the maintainer/creator of this file has networking knowledge of this product
and the customer site at which it is being installed. The following is an example of a network
element XML file.

The SOAM network element XML file needs to have same network names for the networks as
the NOAM network element XML file has. It is easy to accidentally create different network
names for NOAM and SOAM network elements, and then the mapping of services to networks
are not possible.

Example for Network Element XML File

<?xnm version="1.0"?>
<net wor kel enent >
<nanme>NE</ name>
<net wor ks>
<net wor k>
<nanme>XM </ nanme>
<vl anl d>3</ vl anl d>
<i p>10.2.0.0</ip>
<mask>255. 255. 255. 0</ mask>
<gat eway>10. 2. 0. 1</ gat eway>
<i sDefaul t >t rue</isDefaul t>
</ net wor k>
<net wor k>
<nanme>|l M </ name>
<vl anl d>4</ vl anl d>
<i p>10.3. 0. 0</i p>
<mask>255. 255. 255. 0</ mask>
<nonRout abl e>t r ue</ nonRout abl e>
</ net wor k>
</ net wor ks>
</ net wor kel ement >

@® Note

NetworkElement Name must be unique while creating multiple Network Element.
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List of Frequently Used Time Zones

This table lists several valid time zone strings that can be used for the time zone setting in a
CSV file, or as the time zone parameter when manually setting a DSR time zone.

Table B-1 List of Selected Time Zone Values

Time Zone Value

Description

Universal Time Code (UTC)
Offset

uTC Universal Time Coordinated UTC-00
America/New_York Eastern Time UTC-05
America/Chicago Central Time UTC-06
America/Denver Mountain Time uTC-07
America/Phoenix Mountain Standard Time — Arizona uTC-07
America/Los Angeles Pacific Time UTC-08
America/Anchorage Alaska Time UTC-09
Pacific/Honolulu Hawaii UTC-10
Africa/Johannesburg UTC+02
America/Mexico City Central Time — most locations UTC-06
Africa/Monrousing UTC+00
Asia/Tokyo UTC+09
America/Jamaica UTC-05
Europe/Rome UTC+01
Asia/Hong Kong UTC+08
Pacific/Guam UTC+10
Europe/Athens UTC+02
Europe/London UTC+00
Europe/Paris UTC+01
Europe/Madrid mainland UTC+01
Africa/Cairo UTC+02
Europe/Copenhagen UTC+01
Europe/Berlin UTC+01
Europe/Prague UTC+01
America/Vancouver Pacific Time — west British Columbia UTC-08
America/Edmonton Mountain Time — Alberta, east British Columbia | UTC-07
& west Saskatchewan
America/Toronto Eastern Time — Ontario — most locations UTC-05
America/Montreal Eastern Time — Quebec — most locations UTC-05
America/Sao Paulo South & Southeast Brazil UTC-03
Europe/Brussels UTC+01
Australia/Perth Western Australia — most locations UTC+08
Australia/Sydney New South Wales — most locations UTC+10
Asia/Seoul UTC+09
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Table B-1 (Cont.) List of Selected Time Zone Values

Time Zone Value Description Universal Time Code (UTC)
Offset
Africa/Lagos UTC+01
Europe/Warsaw UTC+01
America/Puerto Rico UTC-04
Europe/Moscow Moscow+00 — west Russia UTC+04
Asia/Manila UTC+08
Atlantic/Reykjavik UTC+00
Asia/Jerusalem UTC+02
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Common KVM/OpenStack Tasks

C.1 Create a Network Port

Perform the following steps to create the network ports for the NO network interfaces:

1.

Each network interface on an instance must have an associated network port.

An instance usually has at least ethO and ethl for a public and private network
respectively.
Some configurations require 6 or more interfaces and corresponding network ports.

Determine the IP address for the interface.

For eth0, the IP might be 10.x.x.157
For ethl, the IP might be 192.168.x.157

Identify the neutron network 1D associated with each IP/interface using the neutron
command line tool.

$ neutron net-1list

Identify the neutron subnet ID associated with each IP/interface using the neutron
command line tool.

$ neutron subnet-1ist

Create the network port using the neutron command line tool, being sure to choose an
informative name. Note the use of the subnet ID and the network ID (final argument).

Port names are usually a combination of instance name and network name.
NO1-xmi

SO2-imi
MP5-xsi2
The ports must be owned by the DSR tenant user, not the admin user. Either source the

credentials of the DSR tenant user or use the DSR tenant user ID as the value for the —
tenant-id argument.

$ . keystonerc_dsr_user

$ keystone user-Iist

$ neutron port-create --name=NOL-xm —tenant-id <tenant id> --fixed-ip
subnet i d=<subnet id>,ip_address=10. x. x. 157 <network id>

$ neutron port-create --name=NOL-im --tenant-id <tenant id> --fixed-ip
subnet i d=<subnet id>,ip_address=192.168. x. 157 <network id>

View your newly created ports using the neutron tool.

$ neutron port-list
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C.2 Create and Boot OpenStack Instance

Perform the following steps to create a VM instance from a glance image.
1. Get the following configuration values.

The image ID.

$ glance imge-|ist

The flavor ID.

$ nova flavor-1list

The network 1D(s).

$ neutron net-1list

An informative name for the instance.
NO1
S02
MP5
2. Create and boot the VM instance.

The instance must be owned by the DSR tenant user, not the admin user. Source the
credentials of the DSR tenant user and issue the following command. Number of IP/
interfaces for each VM type must conform with the DSR Network to Device Assignments
defined in DSR Cloud Benchmarking Guide.

@® Note

IPv6 addresses should use the v6-fixed-ip argument instead of v4-fixed-ip.

$ nova boot --inmge <image ID> --flavor <flavor id> --nic net-id=<first
network id> v4-fixed-ip=<first ip address> --nic net-id=<second network
i d>, v4-fixed-ip=<second ip address> InstanceNane

View the newly created instance using the nova tool.

$ nova list --all-tenants

The VM takes approximately 5 minutes to boot. At this point, the VM has no configured
network interfaces and can only be accessed by the Horizon console tool.

C.3 Configure Networking for OpenStack Instance

Perform the following steps to verify or configure Networking for OpenStack Instance.
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1. Check if the interface is configured automatically.

2. If DHCP is enabled on Neutron subnet, VM configures the VNIC with the IP address. To
verify, ping the XMI IP address provided with the nova boot command:

$ ping <XM -1 P-Provi ded- Duri ng- Nova- Boot >

If the ping is successful, ignore the next part to configure the interface manually.

Manually configure the interface, if not already done (optional).

a.
b.

C.

Log in to the Horizon GUI as the DSR tenant user.
Go to the Compute/instances section.

Click on the Name field of the newly created instance.
Select the Console tab.

Log in as the admusr user.

Configure the network interfaces, conforming with the interface-to-network mappings
defined in DSR Cloud Benchmarking Guide.

$ sudo net Adm add - -onboot =yes --devi ce=eth0 --address=<xm ip> --
net mask=<xm net mask>
$ sudo net Adm add --route=default --device=ethO --gateway=<xm gateway

i p>

Under some circumstances, it may be necessary to configure as many as 6 or more
interfaces.

3. Reboot the VM. It takes approximately 5 minutes for the VM to complete rebooting.

$ sudo init 6

The new VM should now be accessible using both network and Horizon console.
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Common OVM Manager Tasks (CLI)

D.1 Set Up the Server

This section sets up the server using the command line interface of OVM Manager. All
configurations/setup can also be done from the GUIl/dashboard of OVM Manager.

1. Log in to the OVM-M command line interface.

ssh I admin <OYMM P> -p 1000

Example:

[root @anager 01 ~]# ssh -1 admin 10.240.16. 138 -p 10000
admi n@0. 240. 16. 138" s passwor d:

2. In OVM-M CLI: Discover Oracle VM server.

di scover Server i pAddress=val ue password=val ue takeOmership={ Yes | No }

Example:

OVM>di scover Server i pAddress=10. 240. 16. 139 passwor d=passwor d
t akeOaner shi p=Yes

3. In OVM-M CLI, create an ethernet-based network with the VM role.
create Network [ roles= { MANAGEMENT | LIVE M GRATE | CLUSTER HEARTBEAT |

VI RTUAL_MACH NE | STORAGE } ] nane=value [ description=value ] [ on Server
i nstance |

Example:
OVM>creat e Network name=XM rol es=VI RTUAL_MACHI NE

4. In OVM-M CLI, add a port from each Oracle VM server to the network.

@® Note

Skip this step and proceed to step 5 for bonded interfaces.

a. Find the ID of an Ethernet port.

OVM> show Server nanme=MyServerl
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Ethernet Port 1 = 0004f b00002000007711332f f 75857ee
[ethO on MyServer3.virtlab.info]
Et hernet Port 2 = 0004f b0000200000d2e7d2d352a6654¢e
[ethl on MyServer3.virtlab.info]
Et hernet Port 3 = 0004f b0000200000c12192a08f 2236e4
[eth2 on MyServer3.virtlab.info]

Add a port from each Oracle VM Server to the network.

OVM>add Port instance to { BondPort | Network } instance

Example:

OVMradd Port i d=0004f b0000200000d2e7d2d352a6654e to Network
name=MyVIMNet wor k

5. In OVM-M CLlI, create Bondport (For Bonded Interfaces).

a.

Find the ID of an Ethernet port.

OVMWl i st Port

Status: Success

Time: 2016-08-22 04: 43: 02,565 EDT

Dat a:

i d: 0004f b0000200000045b4e8dcOb3acc6é nane: usb0 on vns0l.test.com
i d: 0004f b00002000005f de208ce6392c0a nane: et h4 on vns0l.test.com
i d: 0004f b0000200000b1dceeb39006d839 nane: eth5 on vns0l.test.com
i d: 0004f b000020000027e3a02bc28dd153 nane: eth2 on vns0l.test.com
i d: 0004f b0000200000f ce443e0d30cd3d5 nane: eth3 on vns0l.test.com
i d: 0004f b0000200000a908e402f c542312 nane: eth0 on vns0l.test.com
i d: 0004f b0000200000247b03c2a4a090ec nane: ethl on vns0l.test.com

Create Bondport on required interfaces.

OVM>cr eat e BondPort

et her net Por t s="0004f h0000200000b1dceeh39006d839, 0004f b0000200000f ce443e0
d30cd3d5" node=ACTI VE_PASSI VE nt u=1500 nane=bondl on Server

nane=conput e0l1. t est.com

Command:

create BondPort

et her net Por t s="0004f b0000200000b1dceeb39006d839, 0004f b0000200000f ce443e0
d30cd3d5" node=ACTI VE_PASSI VE nt u=1500 nane=bondl on Server

nane=conput e0l. test.com

Status: Success

6. In OVM-M CLI, add VLAN Interface to network (for VLAN tagged networks).

a.

Find the ID of an Ethernet port.

OVM>l i st BondPort

Command: |ist BondPort

Status: Success

Time: 2016-08-22 04:38:22,327 EDT
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Dat a:
i d: 0004f b00002000005a45a0761813d512 namne: bond1

i d: 0004f b0000200000645cf c865736cea8 nane: bond0 on conput e0l.test.com

Create VLAN interface.

OVM>create Vi anlnterface vl anl d=43 nane=bondl. 43 on BondPort
i d=0004f b00002000005a45a0761813d512

create Vlanlnterface vl anl d=43 name=bondl. 43 on BondPort
i d=0004f b00002000005a45a0761813d512
Status: Success

Add remaining VLAN interfaces to the same bond accordingly, like:

OvM>create Vlanlnterface vlanl d=44 nane=bondl. 44 on BondPort
i d=0004f b00002000005a45a0761813d512
OvM>create Vi anlnterface vlanl d=30 nane=bondl. 30 on BondPort
i d=0004f b00002000005a45a0761813d512
OvM>create Vlianlnterface vlanl d=31 nane=bondl. 31 on BondPort
i d=0004f b00002000005a45a0761813d512

Add VLAN interfaces to network.

OvM>add Ml anl nterface nane=bondl. 43 to Network nanme=XM
Command: add VI anlnterface name=bondl. 43 to Network nane=XM
Status: Success

Time: 2016-08-22 05:14:29, 321 EDT

Jobl d: 1471857258238

OvM>add Ml anl nterface nane=bondl. 44 to Network nane=IM
Command: add VI anl nterface name=bondl. 44 to Network nane=IM
Status: Success

Time: 2016-08-22 05:15:24, 216 EDT

Jobl d: 1471857321329

OvM>add M anl nterface nane=bondl. 30 to Network nanme=XSl 1
Command: add VI anl nterface name=bondl1.30 to Network name=XSl1
Status: Success

Ti me: 2016-08-22 05:15:39, 190 EDT

Jobl d: 1471857337005

OvM>add M anl nterface nane=bondl. 31 to Network nanme=XSl 2
Command: add VI anl nterface name=bondl.31 to Network name=XS| 2
Status: Success

Ti me: 2016-08-22 05:15:52,576 EDT

Jobl d: 1471857349684

7. In OVM-M CLI, create unclustered server pool.
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OVM>cr eat e Server Pool

@® Note

To create clustered server pool, ignore this step and proceed to next.

description="Uncl ustered server pool'’

8. In OVM-M CLlI, create clustered server pool.

This is an optional step.

DSR Cloud Installation Guide
G43630-01

@ Note

cl ust er Enabl e=No nanme=MySer ver Pool
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Skip this step if an unclustered server pool is already created. This step is only if

required to create a clustered server pool.

To create a clustered server pool you must provide a file system or physical disk to use
for the server pool file system. To find a file system or physical disk, use the | i st

command:

OVMWbli st Fil eSystem

i d: 66a61958- e6la- 44f e- b0e0- 9dd64abef 7e3 name: nfs on 10.172.76. 125: / mt/

vol 1/ pool f s03

i d: 0004f b0000050000b85745f 78b0c4b61 name:fs on 350014ee2568ccOcf

i d: 4ebb1575- e611- 4662- 87b9- a84b40ce3db7
vol 1/ pool f s04

i d: 858d98c5- 3d8h- 460e- 9160- 3415chdda738
vol 1/ pool f s01

i d: 0dea4818- 20e6- 4d3a- 958h- h12cf 91588b5
vol 1/ pool f s02

i d: 35b4f 1¢6- 182b- 4eab- 9746- 51393f 3b515¢
vol 2/ repo03

i d: aeb6143d- 0a96- 4845- 9690- 740bbf 1e225e
vol 1/ repo01

i d: 05e8536f - 8d9c- 4d7c- bbb2- 29b3f f af 011
vol 2/ repo02

nane: nf s

nanme: nfs

nane: nfs

nane: nf s

nanme: nf s

nanme: nf s

on 10

on 10.

on 10.

on 10.

on 10.

on 10.

172

172.

172.

172.

172.

172.

. 76.

76.

76.

76.

76.

76.

125:/mt/

125:/mt/

125:/mt/

125:/mt/

125:/mt/

125:/mt/

i d: 0004f b00000500006a46a8dbd2461939 nane: MySer ver Pool _cl ust er _heart beat

i d: 0004f b00000500000809e28f 4f ab56b1 nane:

OVMl i st Physi cal Di sk

i d: 0004f b000018000019b86¢ccf 3f 473a9¢e nane:
i d: 0004f b0000180000c4609a67d55b5803 nane:
i d: 0004f b00001800002179debaf e5f Ocf 3 name:

WCAS86288968

i d: 0004f b0000180000a0b43f 9684f c78ac nane:
i d: 0004f b0000180000732be086af b26911 nane:
i d: 0004f b000018000067ce80973e18374e nane:
i d: 0004f b000018000035cel16ee4d58dc4d nane:
i d: 0004f b00001800006855117242d9a537 nane:
i d: 0004f b0000180000a9c7a87ba52ce5ec nane:
i d: 0004f b0000180000ebabef 9838188d78 nane:

WCAS86571931

i d: 0004f b00001800008f 6ea92426f 2cf b8 nane:

WCAS86257005
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i d: 0004f b00001800008cch1925cdbbd181 nanme: SATA WDC WD5001ABYS- _\WD-
WCAS86578538
i d: 0004f b0000180000e034b4662665161c nane: FreeBSD (4)

Before you create a clustered server pool you must refresh the file system or physical
disk to be used for the server pool file system. To refresh a file system:

OVWbrefresh { AccessGoup | Assenmbly | FileServer | FileSystem |

Physi cal Di sk | Repository | Server | StorageArray | Virtual Appliance }
i nstance

For example, to refresh a physical disk:
OvMbr ef resh Physi cal Di sk i d=0004f b000018000035cel6ee4d58dc4d
Refresh a file system:

OVMWerefresh Fil eSystem name="nfs on 10.172.76.125://mt//vol 1//repo01"
OVMecreat e Server Pool cl uster Enabl e=Yes fil esystem"nfs on
10.172.76.125:// mt//vol 1// pool f s01" name=MySer ver Pool

description="C ustered server pool'

In OVM-M CLI, add Oracle VM servers to the server pool.

OvM>add Server nane=MyServer to ServerPool nanme=MyServer Pool

In OVM-M CLlI, create storage repository.

a.

Find the physical disk (LUN) to use for creating the storage repository.

OVM>l i st Fil eServer

Command: |ist FileServer

Status: Success

Tinme: 2016-08-19 02:11:39, 779 EDT

Dat a:

i d: 0004f b00000900000445dac29e88bc38 nane: Local FS vns03.test.com
i d: 0004f b000009000045715cad6f 165ecf name: Local FS vns0l1.test.com
i d: 0004f b0000090000df 4cd9c3170092e4 nane: Local FS vns02.test.com
i d: 0004f b000009000064b96e€d88a%9a0185 nane: Local FS vns04.test.com

Find a local file system on an Oracle VM server that has access to the LUN.

OVM>l i st FileServer

Command: |ist FileServer

Status: Success

Time: 2016-08-19 02:11:39, 779 EDT

Dat a:

i d: 0004f b00000900000445dac29e88bc38 nane: Local FS vns03.test.com
i d: 0004f b000009000045715cad6f 165ecf nane: Local FS vns0l1.test.com
i d: 0004f b0000090000df 4cd9c3170092e4 nane: Local FS vns02.test.com
i d: 0004f b000009000064b96ed88a9a0185 nane: Local FS vns04.test.com
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c. Create file system.

OVM>create Fil eSystem nane=VnsFs01
physi cal Di sk="OVM SYS REPO PART 3600605b00a2a024000163e490ac3f 392" on
Fil eServer name="Local FS vns01l.test.conf

Command:

create FileSystem name=VnsFs01

physi cal Di sk="OVM SYS_REPO PART_3600605b00a2a024000163e490ac3f 392" on
Fil eServer name="Local FS vnsO01l.test.con

Status: Success

Tinme: 2016-08-19 02: 22: 46,581 EDT

Jobl d: 1471587738752

Dat a:

i d: 0004f b00000500006779d42da60c0Obeb name: VnsFs01

d. Create repository.

OVM>creat e Repository name=Vims01Repo on Fil eSyst em nane=VimsFs01

Command:

create Repository name=Vns01Repo on Fil eSystem name=VnsFs01
Status: Success

Time: 2016-08-19 02:24:04, 092 EDT

Jobl d: 1471587843432Dat a: i d: 0004f b00000300003c8f 771791114d53
nane: Vmns01Repo

e. Add server pool to repository.

OVM> add ServerPool name=Test Pool 001 to Repository name=Vns01lRepo

Refresh the storage repository using the syntax:

OVM> refresh Repository name=MyRepository

D.2 Server Pool

A server pool is a required entity in Oracle VM, even if it contains a single Oracle VM Server. In
practice, several Oracle VM servers form a server pool, and an Oracle VM environment may
contain one or several server pools. Server pools are typically clustered, although an
unclustered server pool is also possible. Server pools have shared access to storage
repositories and exchange and store vital cluster information in the server pool file system.
Refer to Oracle VM Concepts Guide for more information.
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Scale a Signaling Node

Perform this procedure only if an additional signaling node(s) needs to be deployed to an
existing DSR deployment.

@® Note

This procedure is only required if additional Signaling Node(s) needs to be deployed to
an existing DSR deployment.

Prerequisites:

DSR topology is already deployed and configured as per Software Installation Using HEAT
Templates (OpenStack).

1. Create new signaling stack.

a. Prepare OpenStack templates and environment files for signaling stacksby following
instructions in <Procedure 13> for signaling stacks.

b. Create OpenStack parameter file for signaling stacks by following instructions in
<Procedure 15>.

@® Note

Change the number of signaling node(s) as per the requirement.

c. Deploy the stacks by following instructions in <Procedure 16>.

@ Note

New stack is created as part of this procedure.

2. Configure new site in the existing topology.

e Create a new network element by following <Procedure 25> to define the network for
new site being configured.

e Configure the SOAM servers by following Procedure 26 to create the SOAM servers.

e Configure the SOAM server group by following Procedure 27 to create SOAM server
group.

e Configure the MP virtual machines by following Procedure 28.

e Configure the MP server group(s) and profiles by following Procedure 31.

e Configure the signaling network routes by following Procedure 32.

« If deployed stack contains IPFE servers, then configure the IPFE by following
Procedure 34.
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@® Note

Repeat this procedure if more signaling nodes are required.
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Firewall Ports

Table F-1 Firewall Ports

Flow Description Purpose Protocol/Port IP Protocol Version
NTP flow for time sync XMI network UDP:123 IPv4, IPv6
hostname resolution (dns) XMI, IMI Network UDP/TCP: 53 IPv4, IPv6
LightWeight Directory Access XMI network UDP/TCP: 389 IPv4, IPv6

Protocol (LDAP)

SSH XMI network TCP: 22 IPv4, IPv6

GUI XMI network TCP: 80, TCP:443 IPv4, IPv6

For information about Firewall Ports, refer to DSR IP flow document.
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Application VIP Failover Options (OpenStack)

G.1 Application VIP Failover Options

Within an OpenStack cloud environment, there are several options for allowing applications to
manage their own virtual IP (VIP) addresses as is traditionally done in telecommunications
applications. This document describes two of those options:

e Allowed address pairs

e Disable port security

Each of these options is covered in the major sub-sections that follow. The last major sub-
section discusses how to utilize application managed virtual IP addresses within an OpenStack
VM instance.

Both of these options effectively work around the default OpenStack Networking (Neutron)
service anti-spoofing rules that ensure that a VM instance cannot send packets out a network
interface with a source IP address different from the IP address Neutron has associated with
the interface. In the Neutron data model, the logical notion of networks, sub-networks and
network interfaces are realized as networks, subnets, and ports as shown in below figure.

Figure G-1 Neutron High-Level Data Model

Network

bShared : bool |

1

Port <l

" 0.*
o / 0.*
Subnet
Floating-IP
0.
|' " b'.._1 1
i |
b 0.1
i Instance t

Note how a port in the Neutron data model maps to at most one VM instance where internal to
the VM instance, the port is represented as an available network device such as eth0. VM
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instances can have multiple network interfaces in which case there are multiple Neutron ports
associated with the VM instance, each with different MAC and IP addresses.

Each Neutron port by default has one MAC Address and one IPv4 or IPv6 address associated
with it. The IP address associated with a port can be assigned in two ways:

* Automatically by Neutron when creating a port to fulfill an OpenStack Compute (Nova)
service request to associate a network interface with a VM instance to be instantiated

e Manually by a cloud administrator when creating or updating a Neutron port

The anti-spoofing rules are enforced at the Neutron port level by ensuring that the source IP
address of outgoing packets matches the IP address Neutron has associated with the
corresponding port assigned to the VM instance. By default if the source IP address in the
outgoing packet does not match the IP address associated with the corresponding Neutron
port then the packet is dropped.

These anti-spoofing rules clearly create a complication for the use of application managed
virtual IP addresses since Neutron is not going to know about the VIPs being applied by the
application to VM instance network interfaces without some interaction between the application
(or a higher level management element) and Neutron. Which is why the two options in this
document either fully disable the port security measures within Neutron, including the anti-
spoofing rules, or expand the set of allowable source IP addresses to include the VIPs that
may be used by the application running within a VM instance.

Note that for both of the options described in the following sub-sections, there is a particular
Neutron service extension or feature that must be enabled for the option to work. For one
option (allowed address pairs) the required Neutron extension is enabled in most default
deployments whereas for the other option (allow port security to be disabled) it is not.

Within this document when describing how to use either of these two options, there is example
command line operations that interact with the OpenStack Neutron service using its command
line utility, simply named neutron. However, be aware that all of the operations performed using
the neutron command line utility can also be performed through the Neutron REST APIs, see
the Networking v2.0 APl documentation for more information.

G.2 Allowed Address Pairs

This section describes an option that extends the set of source IP addresses that can be used
in packets being sent out a VM instance’s network interface (which maps to a Neutron port).
This option utilizes a Neutron capability, called the allowed-address-pairs extension, which
allows an entity (cloud administrator, management element, etc.) to define additional IP
addresses to be associated with a Neutron port. In this way, if an application within the VM
instance sends an outgoing packet with one of those additional IP addresses, then Neutron
anti-spoofing rules enforcement logic does not drop those packets. The Neutron allowed-
address-pairs extension is available starting with the OpenStack Havana release.

The three sub-sections that follow describe the OpenStack configuration requirements for this
option, how to use this option after a VM instance has already booted, and how to utilize this
option before a VM instance has booted.
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G.3 OpenStack Configuration Requirements

The Neutron allowed-address-pairs extension needs to be enabled for this option to work. For
most OpenStack cloud deployments this extension should be enabled by default but to check,
run the following command (after sourcing the appropriate user credentials file):

# neutron ext-|ist

g e +
| alias | nane

g e +
| security-group | security-group |
| 1'3_agent schedul er | L3 Agent Schedul er |
| net-ntu | Network MIU |
| ext-gw node | Neutron L3 Configurable external gateway node |
| binding | Port Binding |
| provider | Provider Network |
| agent | agent |
| quotas | Quota managenent support |
| subnet _allocation | Subnet Allocation |
| dhcp_agent schedul er | DHCP Agent Schedul er |
| I'3-ha | HA Router extension |
| nmulti-provider | Multi Provider Network |
| external -net | Neutron external network |
| router | Neutron L3 Router |
| allowed-address-pairs | Alowed Address Pairs |
| extraroute | Neutron Extra Route |
| extra_dhcp_opt | Neutron Extra DHCP opts |
| dvr | Distributed Virtual Router |
g e +

The allowed-address-pairs extension should appear in the list of extensions as shown in the
bold line above.

G.4 After a VM Instance has been Booted: Allowed Address
Pairs

If a VM instance has already been booted, that is, instantiated, and you need to associate one
or more additional IP addresses with the Neutron port assigned to the VM instance, then you
need to run a command of the following form:

# neutron port-update <Port ID> --allowed_address_pairs list=true type=dict
i p_address=<VI P address to be added>

Where the bolded items have the following meaning:

e <Port ID>
Identifies the ID of the port within Neutron which can be determined by listing the ports,
neutron port-1ist, orif the port is named then the port ID can be obtained directly in the
above command with a sequence like $ (neutron port-show —f value —F id <Port
Name>) to replace the <Port ID> placeholder.

 <VIP address to be added>
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Identifies the IP address, a virtual IP address in this case, that should additionally be
associated with the port where this can be a single IP address, for example,
10.133.97.135/32, or a range of IP addresses as indicated by a value such as
10.133.97.128/30.

For example, if you wanted to indicate to Neutron that the allowed addresses for a port should
include the range of addresses between 10.133.97.136 to 10.133.97.139 and the port had an
ID of 8a440d3f-4e5c-4ba2-9e5e-7fc942111277, then you would type the following command:

# neutron port-update 8a440d3f-4e5c-4ba2-9ebe- 7f ¢942111277 --
al | owed_address_pairs list=true type=dict ip_address=10.133.97.136/30

G.5 Before a VM Instance has been Booted: Allowed Address

Pairs

If you want to associate additional allowed IP addresses with a port before it is associated with
a VM instance then you need to first create the port and then associate one or more ports with
a VM instance when it is booted. The command to create a new port with defined allowed
address pairs is of the following form:

# neutron port-create —name <Port Name> --fixed-ip subnet-id=$(neutron
subnet - show -f value —F id <Subnet nanme>),ip_address=<Target |P address>
$(neutron net-show —f value -F id <Network nane>) --allowed _address_pairs
list=true type=dict ip_address=<VIP address to be added>

Where the bolded items have the following meaning:

e <Port Name>
This is effectively a string alias for the port that is useful when trying to locate the ID for the
port but the —-name <Port Name> portion of the command is completely optional.

e <Subnet name>
The name of the subnet to which the port should be added.

e <Target IP address>
The unique IP address to be associated with the port.

e <Network Name>
The name of the network with which the port should be associated.

e <VIP address to be added>
This parameter value has the same meaning as described in the previous section.

For example, if you wanted to indicate to Neutron that a new port should have an IP address of
10.133.97.133 on the ext-subnet subnet with a single allowed address pair, 10.133.97.134,
then you would type a command similar to the following:

# neutron port-create —nane foo --fixed-ip subnet-id=$(neutron subnet-show —f
value —F id ext-subnet),ip_address=10.133.97.133 $(neutron net-show —f value -
Fidext-net) --allowed address pairs list=true type=dict

i p_address=10. 133. 97. 134/ 32
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Once the port or ports with the additional allowed addresses have been created, when you
boot the VM instance use a nova boot command similar to the following:

# nova boot --flavor nml.xlarge --imge testVM mage --nic port-id=$(neutron
port-show —f value —-F id <Port Nane>) testvnB

where the flavor, image, and VM instance name values need to be replaced by values
appropriate for your VM. If the port to be associated with the VM instance is not named, then
you need to obtain the port’s ID using the neutron port-list command and replace the $
(neutron port-show —f value -F id <Port Name>) sequence in the above command with
the port’s ID value.

G.6 Disable Port Security

This section describes an option that rather than extending the set of source IP addresses that
are associated with a Neutron port, as is done with the allowed-address-pairs extension, to
disable the Neutron anti-spoofing filter rules for a given port. This option allows all IP packets
originating from the VM instance to be propagated no matter whether the source IP address in
the packet matches the IP address associated with the Neutron port or not. This option relies
upon the Neutron port security extension that is available starting with the OpenStack Kilo
release.

The three sub-sections that follow describe the OpenStack configuration requirements for this
option, how to use this option after a VM instance has already booted, and how to use this
option before a VM instance has booted.

OpenStack Configuration Requirements

The Neutron port security extension needs to be enabled for this method to work. For the
procedure to enable the port security extension see the ML2 Port Security Extension Wiki

page.
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@® Note

Enabling the port security extension when there are already existing networks within
the OpenStack cloud causes all network related requests into Neutron to fail due to a
known bug in Neutron. There is a fix identified for this bug that is part of the Liberty
release and is scheduled to be backported to the Kilo 2015.1.2 release. In the
meantime, this option is only non-disruptive when working with a new cloud
deployment where the cloud administrator can enable this feature before any networks
and VM instances that use those networks are created. The port security extension
can be enabled in an already deployed OpenStack cloud, but all existing networks,
subnets, ports, and so on, need to be deleted before enabling the port security
extension. This typically means all VM instances also need to be deleted as well, but a
knowledgeable cloud administrator may be able to do the following to limit the
disruption of enabling the port security extension:

* Record the current IP address assignments for all VM instances
* Remove the network interfaces from any existing VM instances
* Delete the Neutron resources

» Enable the port security extension

* Recreate the previously defined Neutron resources (networks, subnets, ports, and
SO 0n)

* Re-add the appropriate network interfaces to the VMs

Depending on the number of VM instances running in the cloud, this procedure may or may not
be practical.

G.7 After a VM Instance has been Booted: Port Security

If you need to disable port security for a port after it has already been associated with a VM
instance, then you need to run one or both of the following commands to use the port security
option. First, if the VM instance with which the existing port is associated has any associated
security groups (run nova |ist-secgroup <VMinstance nane> to check), then you first need
to run a command of the following form for each of the security group(s) associated with the
VM instance:

# nova renove-secgroup <VMinstance name> <Security group name>

Where the bolded item has the following meaning:

e <VM instance name>
Identifies the name of the VM instance for which the identified security group name should
be deleted.

e <Security group name>
Identifies the name of the security group that should be removed from the VM instance.

For example, if you wanted to remove the default security group from a VM instance named
‘testvm4’, then you would type a command similar to the following:

# nova renove-secgroup testvmd defaul t
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Once any security groups associated with VM instance to which the Neutron port is assigned
have been removed, then the Neutron port(s) associated with the target VM instance need to
be updated to disable port security on those ports. The command to disable port security for a
specific Neutron port is of the form:

# neutron port-update <Port ID> -- port-security-enabl ed=fal se

Where the bolded item has the following meaning:

e <Port ID>
Identifies the 1D of the port within Neutron which can be determined by listing the ports,
neutron port-1ist, orif the port is named then the port ID can be obtained directly in the
above command with a sequence such as $(neutron port-show —f value —F id <Port
Name>) .

So for example if you wanted to indicate to Neutron that port security should be disabled for a
port with an ID of 6d48b5f2-d185-4768-b5a4-c0d1d8075e41 then you would type the following
command:

# neutron port-update 6d48b5f2-d185-4768-b5a4-c0d1d8075e41 --port-security-
enabl ed=f al se

If the port-update command succeeds, within the VM instance with which the 6d48b5f2-
d185-4768-b5a4-c0d1d8075e41 port is associated, application managed VIPs can now be
added to the network interface within the VM instance associated with the port and network
traffic using that VIP address should now propagate.

G.8 Before a VM Instance has been Booted: Port Security

If you want to disable port security for a port before it is associated with a VM instance, then
you need to first create the port at which time you can specify that port security should be
disabled. The command to create a new port with port security disabled is of the following
form:

# neutron port-create —name <Port Nane> —port-security-enabl ed=fal se --
fixed-ip subnet-id=$(neutron subnet-show —f value —F id <Subnet
nanme>), i p_address=<Target |P address> $(neutron net-show —f value -F id
<Net wor k nane>)

where the bolded items have the following meaning:

e <Port Name>
This is effectively a string alias for the port that is useful when trying to locate the ID for the
port but the —-name <Port Name> portion of the command is completely optional.

e <Subnet name>
The name of the subnet to which the port should be added.

e <Target IP address>
The unique IP address to be associated with the port.

e <Network Name>
The name of the network with which the port should be associated.
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For example, if you wanted to indicate to Neutron that a new port should have port security
disabled and an IP address of 10.133.97.133 on the ext-subnet subnet, then you would type a
command similar to the following:

# neutron port-create —nane foo —port-security-enabl ed=fal se --fixed-ip
subnet -i d=$(neutron subnet-show —f value -F id ext-
subnet), i p_address=10. 133. 97. 133 $(neutron net-show —f value -F id ext-net)

Once the port or ports with port security disabled have been created, when you boot the VM
instance, you need to run a command similar to the following:

# nova boot --flavor nl.xlarge --imge testVM mage --nic port-id=$(neutron
port-show —f value —F id <Port Nane>) testvn8

Where the flavor, image, and VM instance name values need to be replaced by values
appropriate for your VM. If the port to be associated with the VM instance is not named, then
you need to obtain the port’s ID using the neutron port-list command and replace the $
(neutron port-show —f value -F id <Port Name>) sequence in the above command with
the port's ID value.

G.9 Managing Application Virtual IP Addresses within VM

Instances

Once either of the previously described options is in place to enable applications to manage
their own virtual IP addresses, there should be no modifications required for the way
application already manages its VIPs in a non-virtualized configuration. There are many ways
that an application can add or remove virtual IP addresses but as a reference point, here are
some example command line operations to add a virtual IP address of 10.133.97.136 to the
ethO network interface within a VM and then send four gratuitous ARP packets to refresh the
ARP caches of any neighboring nodes:

# ip address add 10.133.97.136/ 23 broadcast 10.133.97.255 dev ethO scope
gl obal

# arping —¢c 4 -U -1 eth0 10.133.97. 136

As the creation of virtual IP addresses typically coincides with when an application is assigned
an active role, the above operations would be performed both when an application instance
first receives an initial active HA role or when an application instance transitions from a
standby HA role to the active HA role.
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Sample Net Rules File

Udev uses rules files that determine how it identifies devices and creates device names. The
udev daemon (udevd) reads the rules files at system startup and stores the rules in memory. If
the kernel discovers a new device or an existing device goes offline, the kernel sends an event
action (uevent) natification to udevd, which matches the in-memory rules against the device
attributes in /sys to identify the device. As part of device event handling, rules can specify
additional programs that should run to configure a device. Rules file, which have the file
extension . rul es, is located in the following directory: /etc/udev/rules.d/*.rules

Sample File:

# ethO interface with MAC address "fa: 16:3e:cc:12:d6" will be assigned "xm"
SUBSYSTEM=="net ", ACTI ON=="add", DRI VERS=="?*",

ATTR{ address}=="fa: 16: 3e: cc: 12: d6", ATTR{dev_id}=="0x0", ATTR{type}=="1",
KERNEL=="et h*", NAME="xm "

# ethl interface with MAC address "fa: 16: 3e: 1a:8d: 8a" will be assigned "int"
SUBSYSTEM=="net ", ACTI ON=="add", DRI VERS=="?*",

ATTR{ address}=="fa: 16: 3e: 1a: 8d: 8a", ATTR{dev_id}=="0x0", ATTR{type}=="1",
KERNEL=="et h*", NAME="int"

@® Note

If you need a 3rd interface add respective entry also. The iDIH Mediation VM needs an
imi interface too.

# ethl interface with MAC address "fa: 16: 3e:1a:8d:8a" will be assigned "int"
SUBSYSTEM=="net ", ACTI ON=="add", DRI VERS=="?*"  ATTR{address}=="

fa: 16: 3e: 8a: 1la: 12", ATTR{dev_id}=="0x0", ATTR{type}=="1", KERNEL=="eth*",
NAME="i mi ":

@® Note

* MAC address of each interfaces can be determined using the following command
issued from the console:

ifconfig -a

* Update MAC address for each interface. The MAC addresses must be entered in
all lower case.

* Update the interface names as in the above example.
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Performance Tuning Recommended

.1 OpenStack

For the DSR system to achieve 50K MPS or more through IPFE, a few tuning parameters need
to be changed.

txqueuelen
Tuned on the compute hosts.

Purpose: The default value of 500 is too small. Our recommendation is to set to 120,000.
Increases the network throughput of a VM.
On each compute host, do the following as root.

# cat > /etc/udev/rules.d/ 60-tap.rul es << EOFKERNEL=="tap*", RUN+="/shin/ip
link set % txqueuel en 120000" ECF

Reload and apply to the running system.

# udevadm control --reload-rules
# udevadmtrigger --attr-match=subsystemenet

Ring buffer increase on the physical ethernet interfaces
Tuned on the compute hosts.

Purpose: Improves the overall network throughput of the host.
This varies depending on the Host OS. The following steps are applicable to centos or fedora
or rhel.

Add the following line into the network script of the interface you want to change.

For example: To change the ring buffer on the eth2 interface, edit/ et ¢/ sysconfi g/
net wor k- scripts/ifcfg-eth2toaddthe ETHTOOL_OPTS= line as shown.

DEVI CE=et h2
TYPE=Et her net
ETHTOOL_OPTS="--set-ring eth2 rx 4096 tx 4096"

Restart the network using servi ce network restart as root. Check the setting using et ht ool
-g eth2.

Multiqueue [on IPFE]
To be enabled on the OpenStack flavor and glance image for IPFE instance.

Purpose: Improves the network throughput of a VM.
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You need to update the flavor and the image to enable multiqueue. All guests using that image
will be created with multiqueue.

# openstack flavor set nil.large --property hw vif_multiqueue_enabl ed=true
# gl ance i mage- updat e b5592ed4- 8f 41- 48a9- 9f Oc- e0e46¢h3dd6e - - property
hw vi f _mul ti queue_enabl ed=t rue

On the Guest set the number of queues to number of vcpus.
Add the following line into the network script of the interface you want to change.
For example: To set the number of queues to number of vcpus.

Edit/ et c/ sysconfi g/ network-scripts/ifcfg-eth_interface tosetthe multiqueue
value to the number of vCPUs:

DEVI CE=et h
TYPE=Et her net
ETHTOOL_OPTS="-L ${DEVI CE} conbi ned <no_of _vCPUs>

Restart the network using servi ce network restart asroot.

Check the setting using etht ool -1 <eth_interface>.

.2 VMware

txqueuelen
Tuned on the ESXi hosts.

Purpose: Default value of 500 is too small. The recommendation is to set to 10000 which
increases the network throughput of a VM.ESXi defaults the value to 500 and permits a max
value of 10000.

Log in to the CLI console of the ESX host and run the below esxcli command:

# esxcli systemsettings advanced set -i=10000 -o=/ Net/MaxNetif TxQueuelLen

Increase Ring Buffer on the Physical Ethernet interfaces
Tuned on the ESXi hosts.

Purpose: Improves the overall network throughput of the host. On an ESXi host Rx buffer
defaults to 512 and Tx buffer defaults to 1024 and the max value for both is 4096.

Log in to the CLi console of the ESX host and run the below esxcli commands:

# esxcfg-nics -1 (lists all the physical NICs attached to the host)
# ethtool -g <interface name> (shows the current ring buffer size)
# ethtool -G <interface nanme> rx 4096 (increases the rx buffer size to 4096)
# ethtool -G <interface nanme> tx 4096 (increases the tx buffer size to 4096)

Multiqueue

Already enabled on ESXi for vmxnet3 adapters.
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Purpose: Improves the network throughput of a VM.

Advanced NUMA settings
Tuned on ESXi hosts.
Purpose: Prevents the ESXi scheduler to move VMs around from one NUMA node to another.

Log in to the CLI console of the ESX host and run the below esxcli commands:

# esxcli systemsettings advanced set -i=0 -o=/Nunma/ SwapLoadEnabl e
# esxcli systemsettings advanced set -i=0 -o0=/Numa/ SwapLocalityEnabl e

.3 Multiqueue on IPFE (KVM)

To enable multique on the KVM flavor and glance image for the IPFE instance. Perform the
following procedure, this improves the network throughout VM.

Update the flavor and image to enable multiqueue. All guests using that image are created with
multiqueue enabled. By default, the combined number of queues for a VM is 1. KVM supports
a maximum of 8 queues per VM in its TAP devices.

@® Note

The maximum number of queues can be increased in the VM's configuration XML, but
it must also be set within the VM during runtime.

1. Enable Multiqueue on IPFE:

Increase the number of queues. By default, the combined number of queues for a VM is 1.
KVM supports a maximum of 8 queues per VM in its TAP devices.
The KVM only supports a maximum of eight queues per VM in its TAP devices.

@® Note

The max can be increased in the VM's configuration XML but must be set to max
inside the VM during runtime.

2. View the list of all the VMs:
# virsh list --all

3. Shut down the VM before modifying its XML configuration:
virsh shutdown <VM Name>

4. Edit the VM's XML configuration to set the maximum number of combined RX and TX
queues:

# virsh edit <VM Name>

Example: virsh edit DSRWP
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5. Locate the XML tag for <i nt er f ace .. > and modify it for each interface.

@® Note

Follow this process for all the interfaces in the XML.

The existing interface tag appears as below:

<interface type='bridge'>

<mac address='52:54:00:f7:eb:7d"'/>

<source bridge='xsil'/>

<model type='virtio'/>

<driver name='vhost' queues='6"'/>

<address type='pci' domain='©x0000' bus='0x00' slot='0x85' function='0x0'/>
</interface>

6. Modify the XML and add the following line to the interface.

<driver name='vhost' queues='6'/>

Here, 6 represents the number of queues and can be maximum upto 8.

The updated tag appears as below:

<interface type=bridge' >

<mac address='52:54:00: bf: 2f: a0" />

<source bridge="xsil/>

<nmodel type='virtio'/>

<driver nane='vhost' queues='6'/>

<address type='pci' donmai n=" 0x0000" bus='0x00" sl ot="0x05
function='0x0'/>
</interface>

7. After the XML is modified, Perform the following command to start the VM for the changes
to take effect:

virsh start <VM Name>

8. Log in to the VM using the IP or virsh console and set the number of multiqueues as
required for the interfaces.

# virsh consol e <VM Nanme>

9. Run the following command to make these changes persistent. To change et hx interface,
edit/ et c/ sysconfi g/ net wor k-scri pts/ifcfg-ethx file and edit or append "ethx
combined" in this parameter ETHTOOL_OPTS= as shown below.

ETHTOOL_OPTS="...... ; --set-channel s ethx conbined 6"
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@® Note

The value 6 is for number of vcpu in the VM. Modify the value according to your
VM.

10. Set the number of combined queues to 6:

# ethtool -L eth2 conbined 6

@® Note

Perform this for all the interfaces (xsil and xsi2). The number of combined queues
can vary from 1 to the value set in the guest XML in Step 5.

11. To verify, list the current number of combined queues for the interface:

[root @SR- Gen10-ol 7 adm nistrator]# ethtool -1 eth2

.4 Ring Buffer and txqueuelen Configuration (KVM) OL8.9

To enable ring buffer configuration, use the KVM flavor and glance image. This increases the
network throughout the VM.

1. Ensure that the ring buffer sizes and t xqueuel en are set to max on all the ethernet devices
on the host machine.

a. Before setting ring buffer value for VMs, verify the pre-set maximum value on the
hostmachine of RX and TX for all the interfaces using the following command:

ethtool -g <interface-nane>

For example:

/sbin/ethtool -g ethO
/shin/ethtool -g ethl
/shin/ethtool -g eth2
/shin/ethtool -g eth3

Sanpl e output of above command:
ethtool -g ethO

Ring paraneters for ethO:
Pre-set maxi mum

RX: 4096

RXMni: n/a

RX Junbo: n/a

TX: 4096

Current hardware settings:
RX: 2080

RXMni: n/a

RX Junbo: n/a

TX: 2080
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Create 30_ri ng_buf f file by performing the following commands:

[ root @SR- X9KVM 1 di spat cher. d] # cd /et c/ Net wor kManager/ di spat cher. d/

[ root @SR- X9KVM 1 di spatcher. d]# vim 30_ri ng_buff
#!/ bi n/ bash

/sbin/ethtool -G enslf0O rx 4078 tx 4078
/shin/ethtool -G enslfl rx 4078 tx 4078
/shin/ethtool -G enslf2 rx 4078 tx 4078
/shin/ethtool -G enslf3 rx 4078 tx 4078

ifconfig enslf0 txqueuel en 120000

ifconfig enslfl txqueuel en 120000

ifconfig enslf2 txqueuel en 120000

ifconfig enslf3 txqueuel en 120000

® Note

The above content is an example file, which will change according to host
parameters.

Change the permission by performing the following command:
[ root @SR- X9KVM 1 di spat cher.d]# chnod +x 30_ring_buff

Use the pre-set maximum of RX and TX for each interface. Then, add the below script
to file 30_ri ng_buf f.

/ shin/ethtool -G <interface-name> rx <RX-Preset Maximum> tx <TX-Preset
Maxi nump

For exanpl e:

#!'/ bi n/ bash

/shin/ethtool -G ethO rx 4078 tx 4096

/shin/ethtool -Gethl rx 4078 tx 4096

/shin/ethtool -Geth2 rx 4078 tx 4096

/shin/ethtool -G eth3 rx 4078 tx 4096

® Note

The above example files will change according to host parameters.

2. Restart all ethernet adapter ethO, ethl, eth2, and eth3 by performing the following
command:

systenct| restart NetworkManager

3. Verify that the ring buffer sizes are set to max on all the ethernet devices on the host
machine by performing the following command:

# ethtool -g <ethernet adapter>

Verify the same for ethO, ethl, eth2, and eth3.
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4. Run the following command to verify t xqueue length for the ethernet adapter to a high
value on the host machine that is added on all interfaces.

# ifconfig <ethernet adapter>

® Note

These commands were tested on OL7.7 and OL8.9 KVM host machine and might
vary for different versions.

.5 Disabling TSO GSO features for SBR server

This procedure is used to disable the TSO GSO features. This is applicable for SBR servers
installed on KVM.

Run the following command to disable TSO GSO features on SBR VM:

ethtool -K eth<X> tso off gso off

After disabling the TSO GSO features, the TCP queue is cleared and replication should come
up.
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J.1 Example Template File

Basic guidelines to follow while working with YAML files:

e The file must be ended with .yaml extension.

*  YAML must be case-sensitive and indentation-sensitive.

*  YAML does not support the use of tabs. Instead of tabs, it uses spaces.

YAML is a human-friendly data serialization standard for all programming languages.

The values of the key:value can be broadly classified into the following types:

Table J-1 key:value Types
|

Type Description Examples
string A literal string. “String param”
number An integer or float. “2"40.2"

comma_delimited_list

An array of literal strings that are separated by commas. The
total number of strings should be one more than the total

[‘one”, “two]; “one, two”;
Note: “one, two” returns

number of commas. [‘one”, " two"]
json A JSON-formatted map or list. {“key”: “value}
boolean Boolean type value, which can be equal “t”, “true”, “on”, “y”, | “on”; “n”

“yes”, or “1” for true value and “f", “false”, “off”, “n”, “no”, or
“0” for false value.

J.2 Example Parameter File

The parameter file defines the topology details. This includes all VM details such as the
number of VMs, flavors, network names, etc. It is a list of key/value pairs. By referring to the
parameters definition section in the template file, the initialization of the parameters has to be
done in this section.

File Naming Convention

It is not mandatory to have a specific name for the file; but just to provide a self-explanatory
name for the file, it is recommended to follow this convention:

<DSR Nane>_<Site Name>_<Net wor kQani Si gnal | i ngNode>_Par ans. yam

Example:

e dsrdoudlnit_Site00_NetworkGam Parans. yani

e dsrCoudlnit_Site00_SignalingNode Parans. yani
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Sample File
Network OAM params file

par amet er s:
nunPri mar yNoans: 1
numNoans: 1

noam mage: DSR- 60147

noanFl avor: dsr.noam

pri mar yNoamVmNames: [ " DsrSi t eOONOAMDO" ]
noanVmNames: [ " DsrSit eOONOAMD1"]
noamAZ: nova

xm Publ i cNet wor k: ext - net
imPrivateNetwork: im

i mPrivateSubnet: im-sub

i mPrivateSubnetCidr: 192.168.221.0/24
nt pServer: 10.250.32.10

noanSG Site00 NOAM SG

Signaling params file

par anet ers:
nuntoans: 2
nunDas: 1
num pfes: 1
nunstps: 0

soam mage: DSR-60147

soanfl avor: dsr.soam

soamvVimNames: [ " Dsr Si t e00SOAMDO", "DsrSite00SOAMD1"]
dal mage: DSR- 60147

daFl avor: dsr.da

daVimNames: ["DsrSi t eOODAMPOO", "DsrSite00DAMPO1"]
daProfil eName: "VM 30K Ms"

i pf el mage: DSR-60147

i pf eFl avor: dsr.ipfe

i pf eVmNames: ["Dsr Site00l PFEO0", "Dsr Site00l PFEO1"]
st pl mage: none

st pFl avor: none

st pvmNanes: none

xm Publ i cNet wor k: ext - net

imPrivateNetwork: im

i mPrivateSubnet: in-sub

imPrivateSubnetGidr: 192.167.2.0/24

xsi Publ i cNet wor k: ext - net

nt pServer: 10.250. 32. 10

soamAZ: nova

daAZ: nova

i pf eAZ: nova

st pAZ: nova

soanSG Site00_SOAM SG

daSG Site00_DAMP_SG

i pfeSGs: ["Site00_I PFE_S®X", "Site00_| PFE_SGL"]
stpSG Site00_STP_SG

pri mar yNoamVmName: Dsr Si t e0ONOAMDO

noanXmi | ps: ["10.75.191.170"]
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di amet er TcpPorts: [ 3868]
di amet er Sct pPorts: []
stpSctpPorts:[]

Network OAM params file (Fixed IP)

paraneters:

nunPri mar yNoans: 1

numNoans: 1

noam mage: DSR-8.2.0.0.0_82.5.1.vndk
noantl avor: dsr.noam

pri mar yNoamVmNames: ["DsrSi t eOONOAMDO" ]
noanVmNames: [ " DsrSit eOONCAMD1"]
noamAZ: nova

pri maryNoamXni | ps: ["10.196.12. 83"]
noamXm | ps: ["10.196.12. 84"]

noanVi p: 10.196. 12. 85

xm Publ i cNet work: ext-net3
imPrivateNetwork: im

i m PrivateSubnet: ini-sub
imPrivateSubnetGidr: 192.168.221.0/24
ntpServer: 10.75.185.194

noanSG Site00_ NOAM SG

Signaling params file (Fixed IP)

paraneters:

nunSoans: 2

nunDas: 2

num pfes: 1

nunstps: 0

soanm mage: DSR-8.2.0.0.0_82.5.1. vidk

soantl avor: dsr.soam

soamvVimNames: [ " Dsr Si t e00SOAMDO", "Dsr Site00SOAMD1"]
soanmXm | ps: ["10.196.12.83", "10.196.12.84"]
soanVi p: 10.196.12. 86

daProfil eName: "VM 30K Ms"

dal mage: DSR-8.2.0.0.0_82.5. 1. vimdk

daFl avor: dsr.da

daVimNames: ["DsrSi t eOODAMPOO", "DsrSit e00DAMPO1"]
daMpXmi I ps: ["10.196.12. 25", "10.196.12.26"]
daMpXsi I ps: ["10.196.52. 73", "10.196.52.74"]

i pfel mage: DSR-8.2.0.0.0_82.5.1.vndk

i pfeFl avor: dsr.ipfe

i pf eVnNames: ["DsrSite00l PFEO0", "Dsr Site00l PFEO1"]
i pfeXmlps: ["10.196.12.85"]

i pfeXsilps: ["10.196.52.75"]

i pfeXsi Publiclp: 10.196.52.80

stplmge: DSR-8.2.0.0.0_82.5. 1. vmdk

st pFl avor: dsr.vstp

st pVnNanes: ["DsrSite00STPO0", "DsrSite00STPO1"]
stpXmi I ps: ["10.196.12.29", "10.196.12.30"]
stpXsilps: ["10.196.52.77", "10.196.52.78"]

xm Publ i cNet wor k: ext-net3

imPrivateNetwork: im
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i mPrivateSubnet: ini-sub
imPrivateSubnetGidr: 192.167.2.0/24
xsi Publ i cNet wor k: ext-net2

nt pServer: 10.250.32. 10

soamAZ: nova

daAZ: nova

i pfeAZ: nova

st pAZ: nova

soanSG Site00_SOAM SG

daSG Site00_DAMP_SG

i pfeSGs: ["Site00 | PFE SX", "Site00 | PFE SGL1"]
stpSG Site00_STP_SG

di amet er TcpPorts: [ 3868]

di amet er Sct pPorts: []

stpSctpPorts:[]
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